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 The neural network technique is a powerful modeling method that 

mimics biological memory and learning using neurons. In this study, 

the classification of packaging types under dynamic and quasi-static 

loading conditions on the banana fruit properties were investigated. 

The input data for the neural network included the phenolic content, 

antioxidant capacity, acidity, pH, soluble solids, firmness, and 

moisture content. The classification output data consisted of the 

different packaging types were used in the experiment. A perceptron 

network with 3 and 5 neurons in different layers was employed, 

utilizing the hyperbolic tangent as the selected activation function. In 

this research, the performance of multilayer artificial neural networks 

for classifying and predicting experimental data were evaluated. The 

models were trained with varying numbers of learning epochs and 

iterations, and the results were assessed based on mean squared error 

(MSE) values. The best performance was achieved with the MSE of 

approximately 0.00019 for the training data and 0.02 for the 

validation data, indicating the high accuracy of the model under 

optimal conditions. Additionally, increasing the number of learning 

epochs and iterations generally led to reduced error and improved 

prediction accuracy. However, in some cases, extremely low training 

error values suggested the possibility of model overfitting . 
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EXTENDED ABSTRACT 

 

Introduction  

More than one - third of agricultural crops are 

wasted after harvest that leads to lack of food. 

Improving storage methods, especially in 

developing countries, can reduce waste, 

increase food security and support farmers. 

The mechanical properties of the material are 

more comprehensive and clear understanding 

of the physical properties and consequently 

the texture. Employing this knowledge is 

useful to reduce the damage during the 

required operation and to increase the shelf 

life of fruits . Hence, attention to the shape 

and physical dimensions are required to be 

used for separation and sorting. some of 

physical properties such as shape, size, 

surface area, density, porosity, color, and 

appearance are important in many problems 

depending on design of special machines or 

analyzing product behavior in material 

handling. Also, the appearance characteristics 

of fruits are affected by their value in the 

market. Hence, it is important to properly 

control the harvest and post-harvest 

operations. In recent years, several studies 

have been conducted to perform a precise 

evaluation of food products due to increasing 

consumer demand and their special attention 

to the internal quality of fruit such as 

freshness, sweet and nutritional value. There 

are various researchers conducted by 

differenet researchers. Azadbakht et al, 

(2019) conducted a research on the 

classification of chemical properties of pears 

under dynamic loading using artificial neural 

network .the results showed that radial basis 

function network had the best performance in 

the classification of loads .fu et al. (2016) 

conducted a study to classify kiwifruit on the 

basis of shape using a image processing. They 

measured length , maximum diameter of basal 

area and projected area of fruit. The stepwise 

linear regression was used to select important 

variables in predicting the minimum diameter 

of basal area and volume. Hosnavi et al 

(2011) investigated physical-chemical 

properties to classify date palm fruits in 14 

native cultivars from different areas of 

morocco , tunisia and algeria .the results 

showed that sugar content are the dominant 

part of date fruitss .Also , the amount of 

protein , fat and ash were observed in the 

samples . 

The aim of present paper is classification of 

banana fruit by using its constituent 

components in static and dynamic loads using 

MLP neural network.  

 

Material and Methods  
Based on the opinion of experts from local 

markets in Gorgan, a sufficient number of 

semi-ripe bananas were procured. First, the 

defective samples were separated. Then, the 

bananas were sorted by size to make them 

uniform in size and weight, thus eliminating 

the fruits from the standard size. Then, the 

fruits were packaged and stored for 14 days. 

The chemical properties of the samples were 

measured daily. 

 

Results and Discussion  

The models were performed in 2 period of 

learning and 2 replications for performance 

analysis. the overall results showed that 

increasing the number of learning period 

caused error reduction and performance 

improvement, especially in class 2 which 

recorded the highest accuracy 

In contrast, Class 3 and Class 4 still had high 

errors, indicating the need for further 

optimization. 

Also , the R value was negative, suggesting a 

mismatch between model predictions and 

actual data .the increase in the number of 

model runs had a significant effect on 

accuracy improvement in some classes .For 

further optimization, it is suggested to use 

methods such as weights, selecting the 

optimal architecture of neural network and 

optimization algorithms such as Adam or 

RMS prop. 

 

Conclusions  

The results of the implementation of neural 

networks showed that the accuracy of the 

model is strongly influenced by the number of 

learning periods and the number of 

replications. The increase in the number of 
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replications, reduced the mean square error 

(MSE). In the case of the number of learning 

cycles of 1000, the final error in cross-

validation is higher, indicating the possibility 

of overfitting in low-complexity models. 

 On the other hand, implementing learning 

period of 2000 resulted in a significant 

decrease in educational error and also 

improved model performance in experimental 

data .in some cases , very low MSE values 

indicate that the model accurately learns the 

training data , but there is a need to validate 

the performance of the model over the new 

data to ensure that the model is appropriate 

.Adjusting the weights , reducing learning 

rate, and increasing the number of training 

data can help improve model performance 

and prevent the overfitting. 
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 مقاله پژوهشي

 

هاي  هاي فيزيكي و شيميايي با استفاده از شبكهبندي موز بر اساس ويژگيبندي نوع بستهطبقه

 عصبي مصنوعي چندلايه 

   ۱فريد مرادي ،۱، سجاد جعفرزاده۱*راضيه پوردرباني

 

 گروه مهندسی بیوسیستم ، دانشگاه محقق اردبیلی، اردبیل، ایران -1

 

 مقاله  هتاريخچ  چكيده 

  یستیز  ی ریادگیقدرتمند بوده که در حافظه و    ی سازروش مدل  کی  یروش شبکه عصب 

عصب سلول  از  استفاده  م  ی با  اشودی انجام  در  بررس  قیتحق  نی.  نوع    ی بندطبقه   یبه 

انجام شد    یق یموز تحق  وه یخصوصات م   ی بر رو  ستایو شبه ا  ایپو  ی در بارگذار  ی بندبسته 

داده عصب  ی ورود  ی هاکه  محتوا  قیحقت  نیا  یشبکه  آنت   ی شامل   دان،یاکس  یفنول، 

 یهاداده  یرطوبت بوده است. خروج  ی و محتوا  ی، مواد جامد محلول، سفت pH  ته،یدیاس

بود و شبکه پرسپترون در حالت سلول    شیآزما  نیا  ی های بندنوع بسته   زین  ی بندطبقه 

منتخب بود   ی سازکه تابع فعال  tanhمختلف و با استفاده از    های هیدر ل   5و    3  ی عصب

ا در  شد.  شبکه  نیاستفاده  عملکرد    یبرا  هیچندل   یمصنوع  ی عصب  ی هاپژوهش، 

پ  ی بندطبقه  بررس  یشیآزما  ی ها داده  ینی بشی و  مدل   یمورد  گرفت.  تعداد  قرار  با  ها 

بر اساس   جیمختلف آموزش داده شدند و نتا  ی و تعداد دفعات اجرا  ی ر یادگی  ی هادوره

 یعملکرد با مقدار خطا  نی. بهتردیگرد  یابی( ارزMSEمربعات )  نیانگ یم  ی خطا  ریمقاد

  یاعتبارسنج  ی هادر داده  02/0و    یآموزش  ی هادر داده  00019/0مربعات حدود    نی انگیم

 ش یافزا  ن،یچناست. هم   نهیبه  طیمدل در شرا  ی دهنده دقت بال دست آمد که نشانبه

موارد موجب کاهش خطا   زا  ی اریمدل، در بس  ترش ی ب  یو اجرا  ی ریادگی   ی هاتعداد دوره

پ  بهبود دقت  ا   ینی بشی و  با  برخ  نیشد.  در  مقاد  یحال،   یخطا  نیی پا  اریبس  ریموارد، 

 ها بود. در مدل برازششی دهنده احتمال بنشان  یآموزش
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 مقدمه  

که   رود ی م  نیتن غذا در جهان از ب  اردیلیم  2/ 3از    شی سالنه ب

. شودی را شامل م  ی کشاورز  داتیاز تول  ی میاز ن  ش یب   زانیم  نیا

  لوگرمیک   115تا    95هر فرد سالنه    ،یشمال  ی کایدر اروپا و آمر

م دور  آفر  نیا  کهیدرحال  زد،یریغذا  در  جنوب   ی قایمقدار 

است.    لوگرمیک  11تا    6  هاتن  ایصحرا و جنوب و جنوب شرق آس

کشاورز  سومکیاز    ش یب هدر    ی محصولت  برداشت  از  پس 

. شودی غذا محسوب م  ی کمبود جهان  لیاز دل   یکیکه    رودی م

 ی در کشورها  ژهیوبه   ،ی سازرهیو ذخ  ی نگهدار  ی هابهبود روش

  ت یامن  شیموجب کاهش هدررفت، افزا  تواندیتوسعه، مدرحال

 ,X & W, 1998; Sawicka) شود  ناز کشاورزا   تیو حما  ییغذا

  یتر روشن  و  جامع  درک  تواندیم  مواد  یک یمکان  خواص.  (2020

به    ماده   آن  بافت   اتیخصوص  جهینت   در  و  یکیزیف  خواص  از

  یهاروش  از  ی اری بس  اساس  و   هیپا  مفهوم،   نیا  لذا.  دهد  دست

 زیستی   مواد  بافت  اتی خصوص   ییشناسا  در  ی ابزار

 .  (Akandi et al., 2018)است

  دوران   و  وهیم   رشد  نیح   در  است  ممکن  ی کیمکان  خواص 

 از  حاصل  دانش  ری یکارگ  به.  شود  ییرتغ  خوشدست  یدگیرس

 مورد  اتیعمل  یط  در  وارده  صدمات  کاهش  ضمن  مطالعه  نیا

 N. Galili)است    د یمف   زینمیوه    ماندگاری   عمر  شیافزا  در  از، ین

et al., 1998).  این به شکلاز  ا  رو توجه    ایبر  فیزیکی  دبعاو 

 ایبر  یاو    جیر خا  ادمو  زی سااجدو    جامد  ادمو  دنکر  لغربا

حجم   ازه،ندا  ،هستند. شکل  ز نیا  ردمو  ی جهبندو در  زی سااجد

 ی یژگیهااز و  برخی   ظاهرو    نگر  ،تخلخل  ،چگالی  ،یهرو  سطح

 حیاطر  به  بستهاو  مسائلاز    ری بسیادر    که  ندافیزیکی

 ادمو  سیربردر    لمحصو   رفتاتحلیل ر  یا  صمخصو  ی ماشینها

  خصوصیات   چنینهم   .(Mohsenin, 1968)هستند  همیت ا  با

 دهد.می  قرار  یرتأث  تحت  بازار  در  را  هاآن  ارزش  هایوه م  ظاهری 

  کنترل   یخوببه   را  هامیوه  برداشت  از  پس  که  است  مهم  رو،ینازا

 ,Ganiron, 2014; Pérez-Jiménez & Saura-Calixtoکرد )

2015  .) 

هستند    یمحاسبات  ی هاروش  یمصنوع  ی عصب  ی هاشبکه  

تحل م  یچندعامل  ی هالیکه  ادهندیانجام  از  مدل   نی.  که  ها 

  یی هاهیل   ی اند، حاوالهام گرفته   یسلول عصبی زیست  ی هاشبکه 

گره به  یمحاسبات  ی هااز  که   یهاعنوان دستگاه ساده هستند 

از   ی غن  طورها به گره   نی. اکنندی عمل م  یرخطیکننده غجمع

ها اند و وزنشده متصل    دیگریکبه    یخطوط اتصال وزن  قیطر

داده ارائه  طهنگام  در  شبکه  به  تنظ  ندیفرا  یها    میآموزش 

  یمصنوع  یعصب   ی هابه شبکه   تواندی . آموزش موفق مشوندی م

وظا که  پ  یفیمنجر شود   ،یمقدار خروج  کی  ینی بشی مانند 

ش  کی   بیتقر  ، یش  کی  ی بندطبقه  در   ییناسا تابع،  الگو 

شده را انجام شناخته ی الگو ک ی لیو تکم یچندعامل ی هاداده

  . Balogun et al., 2014; (Kolniak-Ostek, 2016)  دهند

ابزارهاANNs)   یمصنوع   یعصب   ی هاشبکه   ی سازمدل   ی ( 

از عملکرد سلول عصبی    دیهستند که با تقل  ی و کارآمد   دهیچیپ

 اطلاعات هستند.   رهیو ذخ ی ریادگیدر مغز انسان، قادر به 

 یسازمدل  ی هابا روش  سهیدر مقا  ژهی وها به شبکه  نیا 

 هبرجست  ی ها یژگیاز و  یکیدارند.    ی ریگچشم  ی ایمزا  ،یسنت 

ا ن  نیآنها  بدون  که  فرض  از یاست  نحوه    یخاص   اتیبه  درباره 

سازوکار  یاضیر  ی هامدل   ای  یشناسدهیپد  ی هاعملکرد 

روابط   ،ی ورود  ی هااز داده  می طور مستق به   توانندی م  ده،یچیپ

غ  یخط شب  رها یمتغ   نی ب  یرخطیو  ا  یسازه یرا   نیکنند. 

را   پنهان  ی بزرگ داده، الگوها  ی هاها قادرند از مجموعهشبکه 

مسائل   ی تنها براارائه دهند که نه   ییهاکرده و مدل   ییشناسا

برا  ده،یچیپ تحل  یریادگی  ی بلکه  زمداده  لیو  در   یهانه یها 

  هایدههدر  .  (Fathi et al., 2011)  دارند  ییمتنوع، عملکرد بال 

 ارزیابی  دقیق  روش  انجام  برای   متعددی   مطالعات  اخیر

 تقاضای   افزایش  امر  این  دلیل  وشده  انجام   غذایی  محصولت

  میوه،   داخلی  کیفیت  به  هاآن   ویژه  توجه  و  کنندگانمصرف

 Massah)است    ای تغذیه   ارزش  و  شیرین بودن  ،تازگیازجمله  

et al., 2017; Liu & Ying, 2007)  .  از این رو محققان مختلفی

 تحقیقاتی را به شرح زیر انجام دادند: 

( همکاران  و  تحق2019آزادبخت  زم  یقاتی(  در    نه یرا 

بارگذار  یگلاب   وه یم  شیمیایی   ی هایژگیو  ی بندطبقه   ی تحت 

شبه  و  عصبپویا  شبکه  از  استفاده  با  انجام    یمصنوع  ی ایستا 

  ی شعاع  هیپژوهش نشان داد که شبکه تابع پا  نیا  جیدادند. نتا

(RBF با تابع فعال )هیل   رسلول عصبی د  ۸و    دیگمویس  ی ساز 

بهتر طبقه  نیپنهان،  در  را  داشت.   های بارگذار   ی بندعملکرد 

  بی لبه نازک و لبه پهن به ترت  ،بار پویا  ی برا  ی بنددقت طبقه 

ا  100 بود.    ی عصب  ی هامطالعه نشان داد که شبکه  نیدرصد 

پویا    ی بارگذار  ی هاداده  ی بنددر دسته  ییبال   تیقابل   یمصنوع 

شبه  دارندو   ,.Azadbakht, Vahedi Torshizi, et al)ایستا 

2019) . 

 ی بندرا با هدف طبقه   ی ا( مطالعه2016فو و همکاران )

در خطوط    نیدورب  کیبا استفاده از    وهیبر اساس شکل م   ی ویک

  ر یپژوهش، پردازش تصو  نیانجام دادند. در ا   نیچ  ی بنددرجه

حداکثر  ی ریگاندازه  ی برا قطر  استوا  ی طول،  و   ییمقطع 

  ونیبه کار گرفته شد. روش رگرس  وهیشده م  ریمساحت تصو
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برابه گام   یخط متغ  ی گام  پ  ی رهایانتخاب  در    ی نی بش یمهم 

و حجم مورد استفاده قرار گرفت.    یی حداقل قطر مقطع استوا

  تواندیو وزن م  ی طول، قطر حداکثر  بینشان داد که ترک  جینتا

  ی نی بش یپ  ۸2/0  نیی تع  بیرا با ضر  ییحداقل قطر مقطع استوا

درحال برا  کهی کند،  طول  و    ب یضر  با حجم    نیتخم  ی وزن 

بر اساس حداقل   هاوه یم  ی بندانتخاب شدند. طبقه   9۸/0  نییتع

استوا مقطع  با    ی درصد  6/۸4  تیموفق  ییقطر  که  داشت 

ترک از  حداکثر  ی هانسبت   یخط  بی استفاده  و    ی طول/قطر 

  نی. اافت ی  شیدرصد افزا  9۸/ 3شده/طول به    ریمساحت تصو

 ی بندخطوط درجه  ن،یدورب  کینشان داد که با افزودن    قیتحق

چ  ی ویک استانداردها  توانندی م  نیدر  دست   یالمللن یب  ی به 

 . (Fu et al., 2016)  ابندی

)  ی حسناو همکاران  خصوص2011و    - فیزیکی    اتی( 

نخل خرما را   ی هاوه یم  ی فیک   یابیو ارز  ی بندطبقه   ،شیمیایی

  ر ی مختلف مراکش، تونس و الجزا  یاز نواح  یدر چهارده رقم بوم

نشان داد که قندها بخش غالب   جیقرار دادند. نتا  یمورد بررس

گرم    56/75- 14/54~)  دهندی م  ل یخرماها را تشک  ن یا  بیترک

  7.2  ین رطوبت ب  زانیکه م   یگرم ماده خشک(، در حال   100در  

متغ9/31تا   هم   ریدرصد  مقادبود.  پروتئ  ی کم  ریچنین    ین از 

چرب  9/1-3/3~) خاکستر   44/0-1/0~)  یگرم(،  و  گرم( 

نمونه  ۸۸/1-45/3~) در  خرماهاگرم(  شد.  مشاهده   ی ها 

دارا  (  0.۸7-7۸/0)   ی آب  ت یفعال  زانیم  نیتربیش   ی زودرس 

ارقام    ررس،ید  ی که خرماها  ی بودند، در حال ،  Assianeمانند 

Aziza Bouzid    وBoufeggous Gharasبالتر مقدار  از   ی ، 

و  L*  ،a  یرنگ   ی هاشاخص  *b  ارقام در  دادند.  نشان  را   *

Deglet Nour    و ساکارز   Aziza Bouzid)تونس(  )مراکش(، 

  وز از فروکت  ی مشابه  ریمقاد  گریتر ارقام د قند غالب بود، اما بیش 

  د یمف  یعنوان ابزارخرماها به  ییایمیش  بیو گلوکز داشتند. ترک

توانا مطالعات  فناور  ی کیولوژیزیف  ییدر    ی معرف  وهیم   نیا  یو 

 .(Hasnaoui et al., 2011)شد

  ی( به بررس201۸و همکاران )  صابری ی تاقدم  قاتیتحق

  وهیم  یدگ یاسانس پرتقال تلخ بر اساس مرحله رس  ی بندطبقه 

از پروفا  یریادگیو    رهدفمندیغ  ییای م یش  ی ریگلیبا استفاده 

پرتقال تلخ به   ی هااسانس   تی ف یو ک  بیپرداخت. ترک  ینی ماش

غلظت   رایدارد، ز  یبستگ  وهیم   یدگیرسبه مرحله    ی ادیز  زانیم

)طعم، بو،    یک یارگانولپت  ی هایژگیو  جهیار و در نتفرّ  باتیترک

 ی ابیارز   ی پژوهش، برا  نی. در اکند ی م  رییآن تغ  رنگ و ظاهر(

ترک   ی نیع تلخ،  پرتقال  کروماتوگراف  ی بیاسانس  روش   یاز 

و  HS-GC-MS)  ی فوقان  ی فضا   ی جرم  یسنج فیط-ی گاز  )

  ین یبش یپ  ی سازمدل  ی ( براANN)  یمصنوع   ی عصب  ی هاشبکه 

پردازش شده و    HS-GC-MSحاصل از    ی هادهاستفاده شد. دا

  یورود  ی هایژگیعنوان وبه   یون یل  ک   نگاررنگمهم در    ی هااوج

ار  فرّ  باتینشان داد که ترک  جی انتخاب شدند. نتا  یشبکه عصب 

پ  ی دارا   ی دیکل  قیدق  ی بندطبقه   ی برا  یکاف  ینی بشیقدرت 

رس مرحله  اساس  بر  هم   یدگ یاسانس    لیتحل  ،چنین هستند. 

  یدگ یمرحله رس  ییمؤثر در شناسا  ی دیکل  باتی ترک  ت،یحساس

ا کرد.  مشخص  نو  کیمطالعه    نیرا  کنترل    ی برا  نیراهبرد 

ارائه    یذهن  ی هابه روش  ازیاسانس پرتقال تلخ بدون ن  ت یف یک

   .(Taghadomi-Saberi et al., 2018) دهدی م

با استفاده   موز  وه یم  ی بند مقاله طبقه   نی هدف از انجام ا

ایستا و   ی ها ی آن در بارگذار  ی درون  دهندهلی تشک  باتیاز ترک

است تا بتوان با استفاده از شبکه    یپویا با استفاده از شبکه عصب 

شبکه را    نیبهتر  یدرون  باتیترک  ی هاو داده  یمصنوع   ی عصب

ا  لیتشک و  آ  نی داده  انواع    ی برا  یمصنوع  یعصب  شبکه  ایکه 

  . ریخ  ای  دهدی را در آموزش نشان م  یمناسب   ییتوانا  ی بارگذار

ها با استفاده از شبکه داده  ت یحساس  بیضر  نییچنین تعهم

 است.  قیتحق  نیانجام ا ی هدف بعد   یعصب

 

 هامواد و روش

 يزات و تجه يسازآماده

ا افراد خبره  نیمه رسیده  ی موزها  قیتحق  نیدر   از  طبق نظر 

شد.    ه یته  رانیشهر گرگان، استان گلستان، ا  یمحل  ی بازارها

  سپس بودند جدا شدند.    ی رظاه   ی هاب یکه دچار آس  موزهایی

ظاهر    ب یعی ب  موزهای  در  نقص  مرطوب  باو  تمیز    دستمال 

شدند تا بتوان با    ی بندازنظر ابعاد دسته  موزها  ی تمام  شدند و

  ش یوارده به آزما  ی خطا  زانینظر ابعاد و وزن م  از  ی سازکسانی

 کوچک   یلی بزرگ و خ  یلیکه خ  موزهایی  رونی را کاهش داد، ازا

خارج شدند. پس    ردهبودند از  پسندی  حد استاندارد مشتری از  

بستهبندی درجهاز   بندی  بسته   موزهای   و سپس   انجام بندی  ، 

مدت  شده و   نگهداری   روز  14  به  رنگی  خصوصیات  و  شده 

فیزیکی موزها به طور روزانه و خصوصیات شیمیایی نمونه در 

اندازه آخر  شد. روز  به  هم   گیری  میوه  روش،  این  در  چنین 

 صورت ایستا و پویا بارگذاری شدند. 

 

 و پويا آزمون ايستا 

موز انجام    یک یخواص مکان   یبررس  ی ایستا و پویا برا  ی هاآزمون 

قرار گرفته و   ی ارهیدو صفحه دا  ن یموز ب  ،شد. در آزمون ایستا

  یبررس   قهیبر دق   متری لیم  5مختلف با سرعت    ی تحت فشارها
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برا پویا  ی شد.  وزنه  یگرم  200  ی بازو  ،آزمون  با   یهاآونگ 

درجه رها شد. هر دو   90  هی از زاو  یگرم  200و    150،  100

انباردار   روزه تکرار شدند  15و    10،  5  ی آزمون در سه دوره 

(Azadbakht et al., 2018; Diels et al., 2017) . 

 

 رقمي ترازوي

  ی ریگاندازه  ی برا  01/0با دقت    DJ 2000 Aرقمی مدل    ی ترازو 

م  راتییتغ ط  وهیجرم  در  انباردار  یموز  مورداستفاده    ی دوره 

 .  (Azadbakht et al., 2018) قرار گرفت

 

  يبندبسته

بارگذار از  از    یپس  استفاده  با  شامل    دسته  4با  بندی  بسته 

  ، فیلمو بدون    پلاستیک  ، فیلمپی وی سیفیلم  پلی اتیلن،  فیلم  

قرار داده   محیط  ی روز در دما  14شدند و به مدت    ی بندبسته 

فیلم   شد. ترتیب همین  عنوان  به  به  برای   4لی    1  کلاسها 

 بندی انتخاب شدند. طبقه 

 

 بافت استحكام مقدار 

منظور  استحکام    سفتی   ی ریگاندازه   به  م یا  از  وهیگوشت   ،

ساخت کشور ،  EFFEGIنفوذسنج )مدل    ایدستگاه فشارسنج  

  . به منظور انجام این آزمایش سعی شد که( استفاده شدایتالیا

ایستا آسیب ندیده  -شبه  اعمال فشار  قیاز طر  هانمونه پوست  

نفوذسنج  دستگاه  موجود ، پروب    ی هامطابق دستورالعمل  باشد.

فشار   اعمالبعد از  تا  قرار گرفته    موزمورد نظر    تقسم  ی بر رو

شود و سپس مقدار    وهیپروب بتواند وارد گوشت م،  ازیمورد ن

نمایشداده شده    شینما نشان نفوذ  گردر    سفتی دهنده  سنج 

 . (Azadbakht, Mahmoodi, et al., 2019)بود   وهیم

 

 موز يوهم  يمياييخواص ش يريگاندازه

عنوان نمونه شاهد بدون  هر گروه به   های نمونه   ییایمیواص شخ

چنین در  شدند، هم  نییتع  شی آزما  ی در ابتدا و انتها  ی بارگذار

انباردار  انیپا جهت    ییهانمونهی  دوره  بودند  بار  تحت  که 

م  ییایمیش  خواص  ی ریگاندازه جمله  آنت  زانیاز    یفنول، 

فلاونوئید،  دان،یاکس محلول    و  pH  اسیدیته،  جامد   در مواد 

  ی عیو منابع طب  ی دانشگاه علوم کشاورز  ی گروه باغبان  شگاهیآزما

  و روش کار استفاده   ی ریگشد. نحوه اندازه  ی ر یگگرگان اندازه 

 شده است.  داده  حیدر ادامه توض زاتیشده و تجه

 
 

 فنل كل

متانول  یریگاندازه  ی برا عصاره  کل،  فول  یفنل  معرف    ن یبا 

  40در    قهیدق  30و پس از    بی ترک  میو کربنات سد  و یوکالتیس

نانومتر خوانده شد. مقدار   765جذب آن در    ، درجه سلسیوس

استاندارد   معادله  با  گرد  1فنل   ,.Chang et al)  دیمحاسبه 

2002 .) 
 (1) 𝑦 = 0.5𝑥 − 0.005 

 

 كل  يدفلاونوئ

  ومین یبا آلوم  یعصاره متانول  وه،یم  د یفلاونوئ  ی ریگاندازه  ی برا

پتاس  د،یکلر از    م یاستات  پس  شد.  مخلوط  مقطر  آب    30و 

تار  قهیدق در    ،یکیدر  محلول  با    415جذب  نانومتر 

اندازه فلاونوئ   ی ریگاسپکتروفتومتر  غلظت  از   دیو  استفاده  با 

 ,.Chang et al).دیمحاسبه گرد  ن یاستاندارد کوئرست  ی منحن

2002) . 
 

 DPPHآزاد به روش  هاييكالدرصد مهار راد 

با افزودن    DPPHآزاد    ی هاکال یدرصد مهار راد  ش،یآزما  نیدر ا

متانول  محلول    یعصاره  اندازه  DPPHبه  در    ی ریگو  جذب 

نانومتر با اسپکتروفتومتر انجام شد. نمونه شاهد    517موج  طول 

استفاده  با    یدانیاکسی آنت  تی و متانول بود. فعال  DPPHشامل  

 Li)  (Bondet et al., 1997)  دیاز رابطه مربوطه محاسبه گرد

et al., 2012) . 

 
 (2) 

DPPH =
𝐴𝑐 − 𝐴𝑠

𝐴𝑐
× 100 

 در اینجا؛ 

Ac    جذب نمونه شاهد وAs جذب نمونه می باشد . 

 

 مواد جامد محلول  يريگاندازه

 ی ریگاندازه  ی برا.  دیگرد  استخراج  هاوه یم  عصاره  ،شگاهیآزما  در

صاف   زانیم عصاره  محلول  جامد  م مواد    دستگاه   از  وه، یشده 

  وان ی( ساخت کشور تاMT -032ATC)  مدل  رقمی   رفرکتومتر

 . (Seyedabadi et al., 2017)استفاده شد 

 

 تيتراسيون قابل  اسيديته يريگاندازه

  م یسد  با  ونیتراسیت  قیطر  از  ونیتراس یت  قابل  تهیدیاس  زانیم

  تر یلی لیم  2  کار   نیا  ی برا.  شد  ن ییتع(  نرمال  1/0)  د یدروکسیه

  قطره   3  سپس.  شد   قیرق  مقطر  آب  تریلی لیم   3۸  در  وهیمآب

  م یسد  با   و  اضافه   آن  به(  یالکل   %1)  نیفتالئ   فنل   محلول  از
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 دنیرس  و  رنگکم   یصورت  رنگ  ظهور  تا  نرمال  1/0  دیدروکسیه

pH  درصد   برحسب  تهیدیاس  زانیم  و  شد  تریت  1/۸  به  محلول  

 آخر،  در  و  (2014  ارکان،  و  سلجوک)  دیگرد  انیب  کیتری دسیاس

  ونیتراسیت  قابل   تهیدیاس  به   محلول  جامد  مواد  نسبت

(TA/TSS  ) شد  محاسبه طعم شاخص عنوانبه . 

 

 pHمقدار 

  1/0با سود    وهیمآب  ترکردنیها با استفاده از تنمونه   pHمقدار  

 ی ریگاندازه  AD100متر مدل    pHو دستگاه    pH=8.1نرمال در  

 .(Valentines et al., 2005; Martín-Diana et al., 2009).شد

 

 تعريف مدل شبكه عصبي

ی نوع  بندطبقه( برای  MLP) 1در این تحقیق از شبکه عصبی  

 5و    3دارای    هاشبکه . این  استفاده شد بارگذاری پویا و ایستا  

های پنهان )ورودی و خروجی( بوده و و یهل در   2سلول عصبی 

افزار  هاتحلیل نرم  در  شده  انجام  صورت   NeroSloution6ی 

های ورودی و خروجی شبکه عصبی مصنوعی از  یهل گرفت. در  

هم   tanh4  3ی سازفعال توابع   شد.  الگوریتم  استفاده  از  چنین 

شبکه استفاده    دهندهآموزشتابع    عنوانبه  5مارکوات  -لونبرگ

فنول    ی از جمله محتوا  یمختلف  ی هامطالعه، عامل   نیدر اشد.  

عنوان به   یرطوبت و سفت  ی محتوا  ته،یدیاس  دان،یاکسی کل، آنت

پویا   ی های که بارگذار  یدر نظر گرفته شدند، در حال  های ورود 

برا  هایعنوان خروجو ایستا به   یو چهار نوع پوشش مختلف 

داده  ی بندطبقه  شدند.  اانتخاب  اساس  بر  ها  عامل   نیها 

داده مربوط به هر    4۸  ،ی هر بارگذار  ی . براشوندی م  ی بندطبقه 

عامل  کی به از  و  مرتب  ورودها  قرار   ی عنوان  استفاده  مورد 

داده  70گرفتند.   از  بهدرصد  آموزش،  ها  مجموعه   15عنوان 

  15آزمون و    ند یفرآ  نیعملکرد مدل در ح  یابیارز  ی درصد برا

د شد    جینتا  یینها  یابیارز  ی برا   گریدرصد  داده  اختصاص 

شبکه،   ی داریپا  شیو افزا   اخط  زانیکاهش م  یبرا  .(2)جدول  

به  5و    3 متکرار  دوره    2000و    1000تعداد    نی انگیعنوان 

 شبکه در نظر گرفته شد.   ی برا ی ریادگی

انتشار خطا انجام  پس   تم یبرآورد خطا با استفاده از الگور 

برا مع  یابی ارز   ی گرفت.  دو  شبکه،    ن ییتب  بیضر  اریعملکرد 

(R2و ر )ن،یی بت  بیمربعات خطا استفاده شد. ضر  نیانگیم  شهی  

عصب  یخروج  ی هاداده  نیب  یهمبستگ   زانیم و    یشبکه 

( محاسبه  6رابطه )  قیرا مشخص کرده و از طر  یواقع  ی هاداده

مربعات   نیانگ یم   است.  1آن برابر با    آلدهیکه مقدار ا  شودی م

را   یواقع ی هاو داده شدهبینی یشپ ی هاداده ن یب اختلافخطا 

  محاسبه   (9)رابطه    از  آن  شهیر  و(  ۸  )رابطه  کندی م  نییتع

  زان یاست که م  نیشبکه خوب ا  کیهدف    .(1)جدول    شودی م

آن برابر    آلیدهمقدار برساند و مقدار ا  نیترخطا را به کم  نیا

صفر است 

1 

 روابط شبكه عصبي مصنوعي   -۱جدول 

 شماره رابطه 

 

 رابطه

 

 منبع

 

(4) Tanh = 
𝑒𝑥−𝑒−𝑥 

𝑒𝑥+𝑒−𝑥   (Soleimanzadeh et al., 2015 ) 

(5) Sig=
1

1+𝑒−𝑥  (Salehi et al., 2017 ) 

(6) 
∑ (𝑃𝑖−𝑂𝑖)2𝑛

𝑖=1

(𝑃𝑖−𝑂)2 -= 1 2R (Azadbakht et al., 2016 ) 

(7) r = √1 −
∑ (𝑃𝑖−𝑂𝑖)2𝑛

𝑖=1

(𝑃𝑖−𝑂)2 (Salehi & Razavi, 2012 ) 

(۸) MSE = ∑
(𝑃𝑖−𝑂𝑖)2

𝑛

𝑛
𝑖=1   

(9) RMSE = √∑
(𝑃𝑖−𝑂𝑖)2

𝑛

𝑛
𝑖=1 ( Khoshnevisan et al, 2013 ) 

(10) MAE = 
∑ |𝑃𝑖−𝑂𝑖|𝑛

𝑖=1

𝑛
 ( Khoshnevisan et al 2013 ) 

 
 

 
1 multilayer perceptron 

2 Neorun 

3 Activation functions 

4 Hyperbolic tangent 

5 Levenberg-Marquardt 
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 ي مصنوع ي عصب  شبكه يهاعامل   يساز نهيبه ر يمقاد  -2 جدول

 شبکه
 

لیه   تعداد 

 مخفی 
 

 تابع آموزش 
 

فعال  تابع 

 سازی
 

 

سلول  تعداد 

لیه  در  عصبی 

 مخفی 
 

ی  هاداده

 آزمون

% 
 

ی  هاداده

 آموزش

% 

  اعتبار

 ی سنج

% 

شبکه 

چندلیه 

  پرسپترون

 tanh 3-5 15% 70% 15%ه لونبرگ  1

 
 نتايج و بحث

با تعداد  مدل  یادگیری   2000و    1000های مختلف  و   6دوره 

قرار   5و    3اجرای   استفاده  مورد  عملکرد  تحلیل  برای  بار 

های مختلف در طبقه   MSEاجرا،    3با    1000گرفتند. در دوره  

  2طبقه( و در  119/0ترین مقدار )کم   1طبقهنوسان داشت و در  

در  rکه مقدار ( مشاهده شد، درحالی295/0ترین مقدار )بیش 

داد و  ( بود که ضعف مدل را نشان می -1۸2/0منفی )  2طبقه

به ترتیب    4طبقه و    2طبقه،  1طبقهبندی در  درصد صحت طبقه

آزمون،    %۸۸/۸۸و    صفر،  50%   MSEگزارش شد. در مرحله 

طبقه  برخی  در  همبستگی  ضریب  و  یافت  ها  افزایش 

برابر    1طبقهدر    rکه  طوری دهنده عملکرد ضعیف بود، بهنشان

 1000دست آمد. در دوره  به 0/ 9۸2مقدار    2طبقهو در    -136/0

خطای    5با   طبقه   3طبقهدر    MSEاجرا،  سایر  از  ها بالتر 

(، اما -015/0بهبود نسبی یافت )  2طبقهدر    r( بود و  360/0)

طبقه هم برخی  در  درصد  چنان  شد.  مشاهده  پایین  دقت  ها 

مقدار    2طبقهکه در  بود، درحالی  %100بر  برا  3طبقهصحت در  

  MSEاجرا، مقدار    3با    2000گزارش شد. در دوره    صفر درصد

  2طبقهویژه در  دهنده بهبود مدل بود، به کاهش یافت که نشان

 . رسید %100بندی به که صحت طبقه 

کاهش یافت    1طبقهدر    MSEر مرحله آزمون این مدل، مقدار  د

مقدار  1۸6/0) و   )r    نشان  5۸6/0به که  بهبود  رسید  دهنده 

اجرا، عملکرد   5با    2000عملکرد مدل بود. در نهایت، در دوره  

  کاهش یافت   MSEکه  طوری گیری یافت، به مدل بهبود چشم 

رسید  745/0به    1طبقهدر    rو مقدار    169/0برابر    3طبقهدر  

شده  بینی های پیشتر بین داده دهنده همبستگی قوی که نشان

  %90به ترتیب    2طبقهو    1طبقهو واقعی بود. درصد صحت در  

 ترین میزان خطاکم   4طبقهبود و در مرحله آزمون،    %100و  

های را داشت. نتایج کلی نشان داد که افزایش تعداد دوره  35/0

ویژه  یادگیری موجب کاهش خطا و بهبود عملکرد مدل شد، به 

را ثبت کرد. در مقابل،    2طبقهدر   بالترین درصد صحت  که 

همچنان دارای خطای    4طبقهو    3طبقه ها مانند  برخی طبقه 

نشان که  بودند،  بهینه بال  به  نیاز  بیشدهنده  است.  سازی  تر 

ها منفی یا نزدیک به صفر  در برخی طبقه  rچنین، مقدار  هم

بیان که  ناهماهنبود  پیش گر  بین  دادهگی  و  مدل  های بینی 

بر   تأثیر محسوسی  اجراهای مدل  تعداد  افزایش  واقعی است. 

تر، سازی بیش ها داشت. برای بهینه بهبود دقت در برخی طبقه 

می  روشپیشنهاد  از  وزن شود  تنظیم  مانند  انتخاب  هایی  ها، 

سازی مانند  های بهینه معماری بهینه شبکه عصبی و الگوریتم

Adam  یاRMSprop استفاده شود. 
 

 ي مصنوع  يعصب  شبكه از استفاده  با يتجرب  يهاداده  ينيب شي پ در خطا زاني م -۳جدول

 4طبقه  3طبقه  2طبقه  1طبقه  معیار  

 تکرار  1000

 اجرا  3

 MLP شبکه

 

 آموزش

مربعات میانگین   خطای 

(MSE) 
119/0 295/0 262/0 144/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
۸1۸/0 516/1 263/1 741/0 

مطلق میانگین   خطای 

(MAE) 
213/0 313/0 310/0 262/0 

 
6 Epoch 
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 003/0 014/0 002/0 000/0 حداقل خطای مطلق

 019/1 055/1 055/1 04۸/1 حداکثر خطای مطلق

 442/0 1۸2/0 279/0 533/0 (r) ضریب همبستگی

 50 0 20 ۸۸۸/۸۸ 

 آزمایش

مربعات میانگین   خطای 

(MSE) 
332/0 141/0 153/0 232/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
356/1 156/1 252/1 136/1 

مطلق میانگین   خطای 

(MAE) 
490/0 1۸4/0 17۸/0 323/0 

 040/0 006/0 043/0 042/0 حداقل خطای مطلق

 911/0 031/1 9۸7/0 053/1 حداکثر خطای مطلق

 136/0 9۸2/0 039/0 305/0- (r) ضریب همبستگی

 50 0 0 66/66 درصد درستی 

 تکرار  1000

 اجرا  5

 MLPشبکه 

 آموزش

مربعات میانگین   خطای 

(MSE) 
197/0 223/0 360/0 200/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
013/1 149/1 4۸2/2 964/0 

مطلق میانگین   خطای 

(MAE) 
342/0 334/0 564/0 32۸/0 

 002/0 132/0 021/0 000/0 حداقل خطای مطلق

 ۸۸9/0 939/0 004/1 953/0 حداکثر خطای مطلق

 271/0 -015/0 070/0 335/0 (r) ضریب همبستگی

 0 100 0 33/33 درصد درستی 

 آزمایش

مربعات میانگین   خطای 

(MSE) 
269/0 359/0 419/0 105/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
202/2 466/1 055/2 ۸60/0 

مطلق میانگین   خطای 

(MAE) 
431/0 497/0 636/0 219/0 

 000/0 455/0 109/0 03۸/0 حداقل خطای مطلق

 763/0 7۸7/0 929/0 ۸24/0 حداکثر خطای مطلق

 0۸7/0 -529/0 -7۸1/0 390/0 (r) ضریب همبستگی

 تکرار  2000

 اجرا  3

 MLPشبکه 

 آموزش

مربعات میانگین   خطای 

(MSE) 
165/0 215/0 1۸2/0 196/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
012/1 035/1 936/0 093/1 
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مطلق میانگین   خطای 

(MAE) 
347/0 453/0 361/0 314/0 

 0۸6/0 190/0 194/0 210/0 حداقل خطای مطلق

 ۸92/0 7۸۸/0 644/0 7۸9/0 حداکثر خطای مطلق

 490/0 169/0 372/0 -233/0- (r) ضریب همبستگی

 0 22/22 100 0 درصد درستی 

 آزمایش

مربعات میانگین   خطای 

(MSE) 
1۸6/0 149/0 19۸/0 339/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
912/0 0 974/0 3۸6/1 

مطلق میانگین   خطای 

(MAE) 
372/0 3۸3/0 3۸3/0 465/0 

 132/0 200/0 320/0 219/0 حداقل خطای مطلق

 ۸9۸/0 776/0 453/0 765/0 حداکثر خطای مطلق

 5۸6/0 0 294/0 -644/0 (r) ضریب همبستگی

 تکرار  2000

 اجرا  5

 MLPشبکه 

 آموزش

مربعات میانگین   خطای 

(MSE) 
160/0 261/0 169/0 206/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
771/0 569/1 166/1 941/0 

مطلق میانگین   خطای 

(MAE) 
3۸1/0 4۸4/0 251/0 299/0 

 000/0 03۸/0 211/0 102/0 حداقل خطای مطلق

 913/0 953/0 ۸00/0 61۸/0 حداکثر خطای مطلق

 745/0 479/0 -144/0 655/0 (r) ضریب همبستگی

 09/9 0 100 90 درصد درستی 

 آزمایش

مربعات میانگین   خطای 

(MSE) 
219/0 246/0 590/0 035/0 

نرمال  میانگین خطای  شده 

 (NMSE) مربعات
0 206/1 ۸91/2 0 

مطلق میانگین   خطای 

(MAE) 
437/0 465/0 657/0 156/0 

 035/0 035/0 1۸7/0 334/0 حداقل خطای مطلق

 927/0 957/0 ۸04/0 ۸43/0 حداکثر خطای مطلق

 0 454/0 320/0 0 (r) ضریب همبستگی

 

 

بندی  های عصبی مصنوعی در طبقه آمده از شبکهدست نتایج به 

می داده نشان  ورودی  دورههای  تعداد  افزایش  که  های دهد 

قابل   یادگیری  تأثیر  مدل  اجراهای  تعداد  بهبود  و  در  توجهی 

با   مدل  در  دارد.  مدل  و    1000دقت  تعداد    3دوره  اجرا، 

،  4طبقهها بال بوده و مخصوصاً در  اشتباهات در برخی طبقه 

دهنده  بینی مشاهده شد که نشانمورد خطای پیش   ۸  تعداد
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هم  است.  طبقه  این  در  مدل  در  ضعف  هیچ    2طبقهچنین 

بهنمونه  پیش ای  تعداد  درستی  افزایش  با  است.  نشده  بینی 

بینی صحیح باقی  بدون پیش   2طبقهچنان  بار، هم  5اجراها به  

دهنده  دچار افزایش خطا شده است، که نشان  3طبقهمانده و  

دوره   2000در مدل با    .تر مدل استسازی بیش نیاز به بهینه 

های بینی کاهش یافته و پیش  1طبقهاجرا، میزان دقت در    3و  

اما    2طبقهنادرست در   یافته است،    4طبقهو    3طبقه افزایش 

 اند.عملکرد بهتری نشان داده

با    مدل  در  نهایت،  و    2000در    1طبقهاجرا،    5دوره 

و    3طبقهبینی در  بالترین دقت را نشان داده و خطاهای پیش 

که  ددهتقریباً به صفر رسیده است. این امر نشان می  4طبقه

تر مدل باعث  های یادگیری و اجرای بیش افزایش تعداد دوره

چنان برخی  ها شده، اما هم بهبود عملکرد شبکه در برخی طبقه

بینی صحیح دارند. هایی در پیشچالش   2طبقهها مانند  طبقه 

می  پیشنهاد  مدل  دقت  بهبود  برای  روشلذا،  از  های  شود 

وزنبهینه  تنظیم  مانند  الگوریتم سازی  از  استفاده  و  های ها 

 .بهره گرفته شود RMSpropیا  Adamتری نظیر پیشرفته 

 

 مختلف يها  يبندطبقه در شبكه هر يورود  يهاداده  يبرا  شده  ينيب شي پ ي خطا و حيصح  ريمقاد  - ۴جدول

 4 طبقه 3 طبقه 2 طبقه 1 طبقه خروجی / مقدار واقعی 

 تکرار  1000

 اجرا  3

 MLP شبکه

 

 1 4 3 3 1 طبقه

 0 0 0 0 2 طبقه

 0 2 1 1 3 طبقه

 ۸ 4 5 2 4 طبقه

 تکرار  1000

 اجرا  5

 MLP شبکه

 

 1 0 2 3 1 طبقه

 0 0 0 0 2 طبقه

 9 6 7 6 3 طبقه

 0 0 0 0 4 طبقه

 تکرار  2000

 اجرا  3

 MLP شبکه

 

 0 0 0 0 1 طبقه

 ۸ 7 10 6 2 طبقه

 0 2 0 1 3 طبقه

 0 0 0 0 4 طبقه

 تکرار  2000

 اجرا  5

 MLP شبکه

 

 0 0 0 9 1 طبقه

 10 6 7 1 2 طبقه

 0 0 0 0 3 طبقه

 1 0 0 0 4 طبقه

 

به  شبکهدست نتایج  اجرای  از  پیش آمده  در  عصبی  بینی  های 

می داده نشان  آزمایش  دورههای  تعداد  افزایش  که  های  دهد 

یادگیری و تعداد اجرای مدل تأثیر مستقیمی بر کاهش مقدار 

مربعات   میانگین  شبکه  .دارد  (MSE)خطای  با  در  که  هایی 

برای   MSEاند، مقدار حداقل  دوره یادگیری اجرا شده  1000

بوده است، اما  1337/0و    1317/0های آموزش در حدود  داده

در اعتبارسنجی متقاطع افزایش یافته و به   MSEمقدار نهایی 

از   نشان  3۸/0بیش  خطا  افزایش  این  است.  دهنده  رسیده 

  .های با تعداد اجرای کم است برازش در مدلاحتمال وقوع بیش

، مقدار  2000های یادگیری به  در مقابل، با افزایش تعداد دوره

توجهی کاهش یافته و در برخی به میزان قابل   MSEحداقل  

چنین در اجراهایی رسیده است. هم   0019/0موارد به مقدار  

نیز    MSEتر بوده، مقدار نهایی  که تعداد تکرارهای مدل بیش 

مقدار  متقاطع  اعتبارسنجی  در  و  داشته  محسوسی  کاهش 

نشان11۸/0 که  است،  شده  و  مشاهده  پایداری  دهنده 

طور کلی، نتایج جدول نشان به   .پذیری بهتر شبکه است تعمیم

تعداد دورهمی  افزایش  که  اجرای  دهد  تعداد  و  یادگیری  های 

بینی را افزایش داده و باعث کاهش  تواند دقت پیش مدل می 

با این حال، برای جلوگیری از   خطای میانگین مربعات شود. 

هایی مانند  برازش و بهبود کارایی مدل، استفاده از روشبیش 

وزن  دادهتنظیم  افزایش  و  یادگیری  نرخ  کاهش  های ها، 

 .شودآموزشی پیشنهاد می 
 

 تست  يهاداده ينيبش ي پ يبرا  شدهليتشك يهاشبكه  نيبهتر از  يبرخ  -5جدول



 72 ... يي ايميو ش  يكيزيف  يهاي ژگي موز بر اساس و يبندنوع بسته يبندطبقه   

 

 

 اعتبارسنجی متقاطع  آموزش  هابهترین شبکه  

 تکرار  1000

 اجرا  3

 MLP شبکه

 

 2 1 اجرای شماره 

 7 1000 تکرار تعداد 

 MSE 131 /0 2۸۸ /0 ترینکم

MSE  0/ 516 0/ 131 نهایی 

 تکرار  1000

 اجرا  5

 MLP شبکه

 

 2 3 اجرای شماره 

 15 1000 تکرار تعداد 

 MSE 133 /0 2۸9 /0 ترینکمک

MSE  0/ 3۸5 0/ 133 نهایی 

 تکرار  2000

 اجرا  3

 MLP شبکه

 

 3 2 اجرای شماره 

 7۸ 5 تکرار تعداد 

 MSE 053 /0 024 /0 ترینکم

MSE  0/ 024 0/ 06۸ نهایی 

 تکرار  2000

 اجرا  5

 MLP شبکه

 

 5 5 اجرای شماره 

 4 229 تکرار تعداد 

 MSE 000 /0 071 /0 ترینکم

MSE  0/ 11۸ 0/ 000 نهایی 

 

 گيري نتيجه 

دهد که دقت های عصبی نشان می نتایج حاصل از اجرای شبکه

دوره تعداد  تأثیر  تحت  به شدت  یادگیرمدل  تعداد    ی های  و 

افزایش تعداد دوره ها و اجرای  دفعات اجرای مدل قرار دارد. 

خطای بیش  مقدار  کاهش  موجب  موارد  اکثر  در  مدل،  تر 

بینی  شده و عملکرد بهتری را در پیش   (MSE)میانگین مربعات  

استداده داده  ارائه  آزمایش  تعداد   .های  که  اجراهایی  در 

یادگیری  دوره در    1000های  نهایی  خطای  است،  بوده 

نشان و  داشته  بالتری  مقدار  متقاطع  دهنده  اعتبارسنجی 

با پیچیدگی پایین است. از برازش در مدلاحتمال بیش  های 

دوره یادگیری باعث کاهش    2000سوی دیگر، اجرای مدل با  

چنین بهبود عملکرد مدل در گیر خطای آموزشی و همچشم

آزمایشی شده استداده بسیار   .های  مقادیر  موارد،  برخی  در 

می   MSEپایین   به نشان  مدل  که  دادهدهد  دقیق  های  طور 

پذیری آموزشی را یاد گرفته است، اما برای اطمینان از تعمیم

روی  مدل  عملکرد  بررسی  و  اعتبارسنجی  به  نیاز  مناسب، 

هایی مانند تنظیم  ده از روشهای جدید وجود دارد. استفاداده

های آموزشی  ها، کاهش نرخ یادگیری، و افزایش تعداد دادهوزن

بیش می  از  و  کند  کمک  مدل  عملکرد  بهبود  به  برازش تواند 

نماید دورهبه   .جلوگیری  تعداد  بهینه  انتخاب  کلی،  های  طور 

دقت   بر  مستقیمی  تأثیر  مدل،  اجرای  تعداد  و  یادگیری 

به  پیش  دستیابی  برای  و  دارد  عصبی  شبکه  پایداری  و  بینی 

برازش بهترین نتیجه، لزم است بین دقت و جلوگیری از بیش 

 .تعادل برقرار شود

 

 مشاركت نويسندگان

به   این پژوهش  انجام  نویسندگان در  نحوه و میزان مشارکت 

 صورت زیر است:

 مفهوم سازی و نظارت: راضیه پوردربانی  -

 نوشتار مقاله : سجاد جعفرزاده -

 مواد و روش : فرید مرادی  -
 

 ها دسترسي به داده

 .همه اطلاعات و نتایج در متن مقاله ارائه شده است 
 

 اصول اخلاقي

انجام و انتشار این اثر علمی   نویسندگان اصول اخلاقی را در 

 اند و این موضوع مورد تایید همه آنها است. رعایت نموده
 

 تضاد منافع نويسندگان 

کنند که هیچ گونه منافع مالی رقابتی یا  نویسندگان اعلام می 

شناخته  شخصی  کار  شده روابط  بر  است  ممکن  که  ای 

 .شده در این مقاله تأثیر گذاشته باشد، ندارندگزارش
 

 حمايت مالي

 انجام این پژوهشنویسنده)ها( هیچ حمایت مالی خاصی برای  

 د. اندریافت نکرده
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