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Changes in agricultural land use resulting from human or natural factors and 

their monitoring constitute one of the most important challenges in the 

northern provinces of the country. Different machine learning algorithms 

exhibit varying performance in regions with specific spatial characteristics. 

The objective of the present study was to use Sentinel-2 satellite imagery to 

classify land use in Masal County and to compare the maximum likelihood, 

minimum distance, Mahalanobis distance, and support vector machine 

classifiers with linear, polynomial, sigmoid, and radial basis function kernels. 

To provide training and testing data for the algorithms, in addition to ground 

truth points collected using a global positioning system and Google Earth 

maps, spectral indices—including the normalized difference vegetation index 

(NDVI), the normalized difference built-up index (NDBI), and the modified 

normalized difference water index (MNDWI)—were used to more accurately 

determine ground truth data. Model validation was performed using a 

confusion matrix and by calculating the kappa coefficient and overall 

accuracy. The results showed that the maximum likelihood algorithm 

achieved the most accurate classification performance, with an overall 

accuracy of 97.29% and a kappa coefficient of 0.96, followed by the support 

vector machine with a linear kernel, which ranked next with kappa coefficient 

and overall accuracy values of 0.89 and 92.46%, respectively. The weakest 

performance was observed for the minimum distance algorithm, with an 

overall accuracy of 72.97% and a kappa coefficient of 0.66. Based on the 

results of this study, the maximum likelihood classifier provided superior 

performance in discriminating land use classes in Masal County. The findings 

of this research are important for policymakers and provincial managers in 

increasing awareness of changes in agricultural and forest land use in the 

region. 
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EXTENDED ABSTRACT 

 

Introduction  

Temperature is a critical factor affecting the 

quality and shelf life of perishable food 

products, making the precise and cost-

effective monitoring of its levels essential 

throughout the cold chain. Due to practical 

limitations in deploying physical sensors at 

every point of interest, the development of 

soft (virtual) sensors for temperature 

estimation has attracted considerable research 

attention. Soft sensors are generally 

categorised into model-based and data-driven 

approaches, with the latter offering superior 

capability in capturing system dynamics 

without requiring detailed physical 

modelling. Among various data-driven 

methods, artificial neural networks (ANNs) 

have demonstrated superior performance 

compared to alternative techniques. 

The first step in designing a data-driven soft 

sensor is to collect and prepare training data, 

which can be either experimental or synthetic. 

Studies indicate that experimental data lead to 

more accurate estimations, although they are 

harder to obtain. A crucial subsequent step 

involves selecting appropriate input variables 

corresponding to potential sensor locations. 

While most previous studies have relied on 

subjective or heuristic input selection, 

supervised feature selection methods offer a 

structured and potentially more optimal 

alternative; however, such methods have 

rarely been applied in the context of 

temperature soft sensors for cold chains. 

Once inputs and outputs are defined, the 

modelling process typically employs ANNs, 

which have shown superior estimation 

performance over classical models. The 

present study implements supervised feature 

selection to optimise both the number and 

placement of physical sensors and to 

statistically investigate the effects of key 

hyperparameters in the time-delay neural 

network (TDNN) serving as the system's soft 

sensor estimator. 

 

Material and Methods  
A cost-effective, Arduino-based data logger 

was developed to collect real temperature data 

for training the soft sensor. Temperature 

distribution data were collected from two 

peach pallets stored in a 2000-ton cold storage 

room maintained at 1 °C. The logger 

simultaneously recorded data from up to 20 

DS18B20 sensors at 1-minute intervals. A 

novel supervised feature selection approach 

(wrapper method) was applied to identify the 

most informative sensor positions, thereby 

minimizing the required number of physical 

sensors. A time-delay neural network 

(TDNN) with one hidden layer was employed 

for temperature estimation. The influence of 

four key hyperparameters—time delay, 

number of hidden neurons, activation 

function, and training algorithm—on model 

performance metrics (RMSE, R², MAE, BIC) 

was evaluated. Additionally, a metaheuristic 

algorithm was used to assess the effectiveness 

of the feature selection method in reducing the 

sensor count. Model generalisability was 

verified using an out-of-sample test set 

collected under varying temperature scenarios 

and pallet placements. 

 
Results and Discussion  

Data acquisition for the first pallet lasted five 

hours, during which the cold storage 

refrigeration system operated under standard 

conditions. Table 1 ranks the five most 

informative sensor locations identified using 

the FIRE method. Table 3 presents the best 

model fits obtained with the SIG and ReLU 

activation functions. These models share a 

common structure: Levenberg–Marquardt 

(LM) training and a 20-minute time delay. 

Comparing activation functions reveals that 

ReLU yields superior performance metrics 

(R²mean and RMSEmean), while SIG 

achieves a lower BIC. Figure 4 illustrates how 

R²mean and RMSEmean vary as the number 

of physical sensors is reduced based on FIRE 

rankings under the optimal estimator 

configuration (LM2010-ReLU), showing no 

consistent trend and indicating the robustness 

of FIRE's variable selection. 

For the second pallet, data acquisition also 

spanned five hours; however, the refrigeration 

system was inactive for defrosting during the 
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first three hours and resumed operation in the 

final two. Table 2 shows the FIRE-derived 

variable ranking, and Table 4 lists the best 

model fits for this dataset. All models for the 

second pallet employed LM training, a 20-

minute delay, and five hidden neurons. In this 

case, performance metrics (R²mean and 

RMSEmean) progressively deteriorated as the 

number of sensors used decreased (Figure 4), 

indicating a greater sensitivity to sensor 

reduction under dynamic thermal conditions. 

Correlation analysis revealed strong 

relationships between RMSEmean and 

MAEmean, as well as among MSEtrain, 

MSEvalidation, and MSEtest; however, 

R²mean showed little correlation with these 

variables. BIC exhibited a significant 

correlation with several metrics. 

Consequently, MSEtrain, R²mean, and 

RMSEmean were deemed sufficient for 

performance evaluation. 

The influence of estimator hyperparameters 

(Table 5) indicated that the training method 

significantly affected performance, favouring 

LM. Hidden layer size and time delay 

primarily influenced BIC, while activation 

function showed no significant effect, 

consistent with Loisel et al. (2022).  Ant 

Colony Optimisation (ACO) was applied to 

validate FIRE rankings (Figure 5). ACO 

results revealed alternative sensor 

combinations yielding lower RMSEmean 

than FIRE, suggesting that heuristic methods 

may offer superior configurations for "one-

sensor-per-pallet" setups. Table 6 compares 

FIRE and ACO outcomes, confirming ACO's 

advantage in reducing the mean RMSE. 

Cross-pallet validation demonstrated that the 

soft sensor trained on one pallet and tested on 

the other under different thermal scenarios 

achieved RMSEmean values of 0.8 K and 1.0 

K—13–15 times higher than the training 

RMSEmean, but acceptable given the 

scenario differences. However, R²mean 

(~0.4) indicated limited generalisation, 

implying that future training with diverse 

scenarios would enhance robustness (Figure 

6). 

 

 

Conclusions  

The findings of this study demonstrate the 

high potential of supervised feature selection 

as a structured and objective method for 

identifying the most informative locations for 

hardware sensor placement in the 

development of soft sensors. However, to 

further reduce the required number of 

hardware sensors, the use of alternative 

methods, such as metaheuristic algorithms or 

exhaustive search techniques, appears to be a 

more prudent approach. In this regard, future 

research could explore and compare different 

supervised feature selection techniques to 

assess their ranking effectiveness and 

robustness in similar applications. 

The out-of-sample evaluation of the 

developed soft sensor in the "one-pallet-one-

sensor" configuration yielded RMSE mean 

values ranging between 0.8 K and 1.0 K. This 

outcome is considered acceptable given the 

"single-scenario training" condition. 

Nevertheless, several factors could influence 

the accuracy and generalisation performance 

of the soft sensor, including: (1) the size of the 

dataset (in terms of duration or number of data 

points), (2) the temperature scenario or the 

operational state of the refrigeration system, 

and (3) the location of the pallets within the 

cold storage. Therefore, increasing the 

diversity of data acquisition conditions—such 

as varying spatial placement or thermal 

scenarios—is likely to yield valuable 

information for further improving the soft 

sensor's performance and predictive accuracy. 
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 مقاله پژوهشي

 

 ي ژگيانتخاب و  يريبا به كارگ وهيسردخانه م  يهاپالت يدما شيپا  يحسگر نرم برا ۀتوسع

 شده تنظار 
 

 ۱تقاضا خوش يمحمدهاد  ،۱ ان يمهدو رضايعل، *۱ يينايم ديسع ،۱ يمرتضو نيدمتيس

 

 ران یمدرس، تهران، ا تیدانشگاه ترب ،یدانشکده کشاورز ستم،یوسیب ک یمکان یگروه مهندس -۱

 

 مقاله  تاريخچه  چكيده 

  ن یتراز مهم  یک یآن  شی و پا  یعیطب ای یدر اثر عوامل انسان  یکشاورز یاراض یکاربر راتییتغ

مناطق   یبرا  نیماش  یریادگ یمختلف    یهاتم یکشور است. الگور  یشمال  یهاها در استانچالش 

هستند. هدف از مطالعه حاضر، استفاده    یمتفاوت  یعملکردها  ی دارا  یخاص مکان  یهای ژگ یبا و

 ی سه ی شهرستان ماسال و مقا   یاراض  یکاربر  یبندجهت طبقه   2-نلیسنت  یاماهواره   ریاز تصو 

با   بانی بردار پشت  نیو ماش  سیاحتمال، حداقل فاصله، فاصله ماهالانوب  نهیش یب  یبندهاطبقه 

پا  دیگموئیس  ،یاچندجمله  ، یخط   یهاهسته  توابع  برا  یشعاع   هیو  آوردن    یاست.  فراهم 

آ  یمیتعل  یهاداده زم  ها،تم یالگور  یبرا  زمونو  برداشت  نقاط  بر  س   ینیعلاوه    ستم یتوسط 

  ی شامل شاخص سبز  یف یط  یها، از شاخص Google Earth  یهاو نقشه   یجهان  ابیت یموقع

ها شده سازه نرمال  یها و شاخص آب تفاضلشده سازه نرمال  ی نرمال شده، شاخص تفاضل   یتفاضل

  س ی ها توسط ماترمدل   یاستفاده شد. اعتبارسنج   ین یمز  یهات یواقع  ترقیدق  ن ییتع  یبرا  زین

  تم ینشان داد الگور  جیکاپا و صحت کل انجام شد. نتا  بیضر   یهاعامل  یاغتشاش و محاسبه

عملکرد   نیترق یدق  96/0درصد و    29/97  ب یکاپا به ترت  بی و ضر   یاحتمال با صحت کل   نهیشیب

  ر یبا مقاد  ی با هسته خط  بان یبردار پشت  نیماش   تم یرا به خود اختصاص داده و الگور  یبندطبقه 

  ن یترف ی قرار داشت. ضع  ی در رتبه بعد  89/0درصد و    46/92  بی به ترت  یکاپا و صحت کل   بیضر

الگور  به  با صحت کل    تمی عملکرد  فاصله  و ضر  97/72حداقل  تعلق   66/0  یکاپا  بیدرصد 

  ک ی را در تفک  یبهتر  رداحتمال، عملک   نهی شیبند بطبقه   ق،ی تحق  ن یا  جیداشت. با توجه به نتا

و    گذاراناست یس  یبرا  ق یتحق  نی ا  جیشهرستان ماسال ارائه داده است. نتا  یاراض  یهای کاربر

  ت یمنطقه حائز اهم  یو جنگل  یکشاورز  یهان ی زم  یکاربر  رات ییاز تغ  یاستان در آگاه  رانیمد

 است.  
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 مقدمه  

مهم  تأث  نیتردما  ک  رگذاریعامل  خوراک  تیف یبر   یمواد 

 ی ماندگار  ی رو  ماًیها، مستق اکثر آن  ی است که برا  یفاسدشدن

تأث  ;Lim et al., 2022)  گذاردی م  ر یمحصول 

Mercier & Uysal, 2018 دما با وضوح    شیعلت، پا  نی(. به هم

به   ی مکان و  مس  نه،یهزکم   یشکلبالا  تمام  سرد   ۀریزنج  ریدر 

انبارمان  از  حمل  ی)اعم  است وو  ارزشمند  و  مهم    نقل(، 

(Gillespie et al., 2023; Maruthi et al., 2023; Zou et al., 

 ی دما را برا  نیتخم  ی هاروش  های متعددی،پژوهش .  (2023

محدودیت بر    ش  یافزادر    ۱افزاریهای حسگرهای سختغلبه 

کردند  های ریگاندازه  ی مکان  وضوح   ,.Loisel et al)  انتخاب 

الگوریتم (. در تمامی این پژوهش2021 ها؛ هدف توسعۀ یک 

برآوردکه  است    گرتخمین در  دما    امکان  نصب    ینقاط را  که 

محدودافزاری  سخت  حسگر آنها  در    ،دارد  تیدر  کند.  فراهم 

این تخمین نرم مرور منابع،   ۳یا حسگر مجازی   2گر را حسگر 

)نامیده   ,.Stavropoulos et al., 2023;Brunello et elاند 

2021 .) 

دسته    ی حسگرها  ی سازمدل  ی هاروش دو  به  نرم 

و    ی مبتن  -۱:  شوندی م  ی بندطبقه  مدل  محور  -داده  -2بر 

(Perera et al., 2023; Xu et al., 2022; 

Curreri et al., 2020  .)محور آن  -مزیت حسگرهای نرم داده

متغیرهای   بین  فیزیکی  ارتباط  درک  به  نیاز  بدون  که  است 

سازی دقیق رفتار پویای سیستم را پیدا  مختلف، قابلیت مدل 

  ۀ دی چیمدل پیک  با    رشدنیدرگ توانند بدون  کنند. لذا می می 

عاملاتیاضیر اکثر  لااقل  یا  تمام  بتواند  )که  تأثیرگذار ی  های 

عملکرد تخمینی بالاتری    روی تغییرات دما را در نظر بگیرد(،

باشند   داشته  مدل  بر  مبتنی  نرم  حسگرهای  با  مقایسه  در 

(Perera et al., 2023; Lim et al., 2022;  Hoang et al., 

حسگر    ۀتوسع  ی مورد مطالعه برا  ی هاانواع روش  نی در ب  (.2021

و به طور   نیماش  ی ریادگی  ی هاتمیمحور؛ عملکرد الگورنرم  داده

ها )مانند  روش  ریبهتر از سا  ، یمصنوع   یعصب  یهاخاص؛ شبکه 

 ,.Badia-Melis et al( بوده است )نگیجیو کر  یروش خازن

  ، یصنوع م   یعصب   ی هابه دست آمده از شبکه   ج ی( و نتا2018

 یهاتم یاز به کارگیری الگور  توان ی است که م   ی حالت  ن یبهتر

 ,.Loisel et al)  حوزه، انتظار داشت  نیدر ا  نیماش  ی ریادگی

2022; Swain & Jenamani, 2022 .) 

 
1- Hardware Sensor 

2- Soft Sensor 

آوری  محور جمعنخستین گام در طراحی یک حسگر نرم داده

-های موردنیاز برای آموزش الگوریتم تخمینسازی دادهو آماده

است.   برای   Loisel et al. (2022)گر  را  داده  منبع  نوع  دو 

ی  هاداده  -۱عصبی مصنوعی بررسی کردند:    آموزش یک شبکۀ

  ( کرده بودند  ی آورجمع  یشگاهیصورت آزمابه  آن را  )که  تجربی

 ی حرارت  ی هابا به کارگیری مدل   )که  ی مصنوعیهاداده  -2  و

. نتایج پژوهش آنها نشان داد؛  (شده بودند  دیتول   ،ی سازه یو شب

بهتر،    دندیآموزش د  تجربی  ی ها با دادههایی که  عملکرد مدل

است، و تنها چالش در به کارگیری   تر بوده کمآنها    RMSEو  

به دست آوردن    ی های و سخت  هاتیمحدودتجربی؛    ی هاداده

نکته اشاره کردند    نیبه ا  ن یچنآنها هم  داده است.  منبع  نوع  نیا

سنجش دما    ی حسگر نرم برا  ۀسامان  کی  ۀمنظور توسعکه به 

 ی کامل برا  یدان یم  ۀمطالع  کی  ست ین  ی سرد، ضرور  ۀریدر زنج

زنج  ییدما  ی های ویسنار  یی شناسا آن  انجام    ۀ ریمعرف  سرد، 

 شود.

ترین مسأله ها، مهم سازی دادهآوری و آمادهپس از جمع

(. وقتی  Curreri et al., 2020انتخاب متغیرهای ورودی است )

نمونه:  )برای  محیط مشخص  در یک  دما  تخمین  از  صحبت 

آن  پالت  واقع  در  ورودی  متغیرهای  باشد؛  میوه(  های 

افزاری در  هایی هستند که قرار است حسگرهای سختموقعیت 

محور، داده  ی سازمدل  کردیدر رو  ؛ یکل  به طور ها نصب شود.  آن

حسگر)ها  تیموقع   ۀدربار   یفرضش یپ سختی نصب    یافزار ( 

تأث تحت  را  مدل  ساختار  بتواند  که  ندارد  دهد   ر یوجود  قرار 

(May et al., 2011با نرم  حسگر  طراح  لذا   یهاداده  دی (؛ 

روش  شدهی آور جمع با  آن   ی هارا  تا  کُند  آزمون  مختلف 

،  هستند  ی رتکراریو غ   د یاطلاعات مف  ی دارا  که را    یی رهایمتغ

 ;Curreri et al., 2020)  کُند   یی شناسا  یورودعنوان  به

May et al., 2011 .)   انتخاب ورودی این وجود؛  اکثر با  ها در 

ای/ داوطلبانه انجام شده  صورت سلیقههای مرتبط، به پژوهش

یک روش   Mercier & Uysal (2018)است. برای نخستین بار  

غیرسلیقه  و  انتخاب ساختارمند  و  گرفتند  کار  به  را  ای 

افزاری را با های مناسب برای نصب حسگرهای سختموقعیت 

انجام دادند. آنها سه نقطه در درون   4خطی استفاده از مفهوم هم

 خطی متر را که هم سانتی  ۵0و ارتفاع  ۱20×80پالتی به ابعاد 

الگوریتم نییپا ورودی  نقاط  عنوان  به  داشتند،  یکدیگر  با  ی 

روشتخمین انواع  کردند.  انتخاب  خود  نظارتگر  شدۀ  های 

3- Virtual Sensor 
4- Collinearity 
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توان برای ( را نیز می ۳و توکار2بند ، بسته ۱انتخاب ویژگی )فیلتر 

برُد بکار  ورودی  متغیرهای  انتخاب  مسألۀ   حل 

(Curreri et al., 2020; Souza et al., 2016; 

May et al., 2011  اگرچه منبعی مرتبط با توسعۀ حسگر نرم )

ها بهره بُرده  برای سنجش دما در زنجیرۀ سرد، که از این روش

 باشد، یافت نشد. 

مشخص  ورودی با  خروجیشدن  و  الگوریتم ها  های 

مدل تخمین فاز  وارد  توسعه  فرآیند  میگر؛  شود.  سازی 

بهتر شبکه پژوهش از عملکرد  های عصبی مصنوعی  ها حاکی 

مدل  به  ماشین )نسبت  خطی،  جنگل های  و  پشتیبان  بُردار 

به  استفاده  در  تخمینتصادفی(  برای عنوان  نرم  حسگر  گر 

( هستند  دما  مرور Loisel et al., 2022سنجش  اساس  بر   )

های عصبی برای شده؛ نخستین به کارگیری شبکه منابع انجام 

سری  از  استفاده  با  پالت  درون  دمای  زمانی  تخمین  های 

انجام    Nascimento Nunes et al. (2014)چندمتغیره، توسط  

برای تخمین   4متصل -است. آنها از یک شبکۀ عصبی کاملاًشده 

شده در بیرون دمای درون پالت با استفاده از حسگرهای نصب 

پالت، استفاده، و کاربرد شبکۀ عصبی مصنوعی در تخمین دما  

تأثیر    Mercier & Uysal (2018)  را نویدبخش توصیف کردند.

های تأخیر زمانی و اندازۀ لایۀ پنهان بر عملکرد شبکۀ  فراعامل

- عصبی مصنوعی را، در شرایطی که از روش آموزش مارکوآرت

برای آموزش آن استفاده شود، بررسی کردند. نتایج    ۵لونبرگ 

پژوهش آنها نشان داد که اندازۀ لایۀ پنهان از تأخیر زمانی تأثیر  

تواند دقیقه می   20به    ۱0تأخیر زمانی از    پذیرد و افزایشمی 

نیز تأثیر    Loisel et al. (2022)ها را بهبود بخشد.  دقت تخمین

معمارهای مختلف لایۀ پنهان را با در نظر گرفتن تأخیر زمانی  

« )برای  6ی خط  ۀشد   سوکیواحد  سازی »لدقیقه و تابع فعا  ۵0

لایۀ پنهان( بررسی کردند و نتیجه گرفتند که تغییر معماری، 

 گر ندارد.  تأثیر محسوسی بر عملکرد مدل تخمین

گرفته؛ پژوهشی که در آن با توجه به مرور منابع انجام

منظور توسعۀ حسگر  نرم برای سنجش دمای زنجیرۀ سرد،  به

شدۀ انتخاب ویژگی برای انتخاب موقعیت  های نظارتاز روش

سخت حسگرهای  بهینه  تعداد  باشد،  و  شده  استفاده  افزاری 

ها علاوه بر ارائه یک  یافت نشد. این در حالی است که این روش

غیرسلیقه راه و  ساختارمند  میحل  رتبهای،  به  بندی  توانند 

 
1- Filter 

2- Wrapper 

3- Embedded 

4- Fully-Connected 

5- Marquardt-Levenberg  

6- Rectified Linear Unit (ReLU) 

آن  از  بتوان  است  ممکن  که  بپردازند  نیز  انتخابی  متغیرهای 

افزاری مورد نیاز بهره برد.  برای کاهش تعداد حسگرهای سخت

انتخاب   قابلیت  کارگیری  به  حاضر؛  پژوهش  اصلی  هدف  لذا 

نظارت حسگرهای ویژگی  نصب  موقعیت  تعیین  در  شده 

تعداد آنسخت  کاهش  و  تأثیر  افزاری  این؛  بر  است. علاوه  ها 

زمانی فراعامل تأخیر  با  عصبی  مهم »شبکۀ  )به7های  عنوان « 

گر سامانۀ حسگر نرم( بر دقت برآوردهای آن،  الگوریتم تخمین

 شکل آماری مورد بررسی قرار گرفته است. به
 

 هامواد و روش

نگار مقرون به صرفه )بر پایۀ آردوینو( برای ثبت ابتدا یک داده

واقعی دادۀ  تا »یک مجموعه  دما ساخته شد  برای 8مقادیر   »

آموزش حسگر نرم فراهم کُند. در مرحلۀ بعد؛ عملکرد یکی از  

بندها«( شدۀ انتخاب ویژگی )از رویکرد »بستههای نظارتروش

افزاری، مورد بررسی در تعیین موقعیت نصب حسگرهای سخت

رتبه از  و  گرفته  تعداد قرار  کاهش  برای  آن  از  حاصل  بندی 

افزاری مورد نیاز، استفاده شد. شایان اشاره  حسگرهای سخت

به  زمانی«  تأخیر  با  الگوریتم  است؛ یک »شبکۀ عصبی  عنوان 

اصلی   9گر حسگر نرم انتخاب شد و تأثیر چهار فراعامل تخمین

)شامل:   زمانی،    -۱آن  تأخیر  نرون  - 2اندازۀ  لایۀ  تعداد  های 

روش آموزش شبکۀ    -4ساز  لایۀ پنهان و  تابع  فعال  -۳پنهان،  

-های عملکرد، مورد مطالعه قرار گرفتند. همعصبی( بر سنجه 

شده در کاهش تعداد چنین؛ قابلیت روش انتخاب ویژگی ا عمال

افزاری مورد نیاز، با به کارگیری یک الگوریتم حسگرهای سخت

مورد ارزیابی قرار گرفت. در نهایت؛ عملکرد حسگر   ۱0فراابتکاری 

توسعه )بهنرم  متفاوت  داده کاملاً  با یک مجموعه  لحاظ یافته 

شرایط دمایی و موقعیت استقرار در سالن سردخانه(، به صورت  

 « ارزیابی شد. ۱۱نمونه -از -»آزمون خارج

 

 هاآوري دادهجمع

سازی مسیر توسعۀ حسگر نرم از دو پالت میوۀ هلو  برای پیاده 

جمعبه فضای  دادهعنوان  شد.  آوری  استفاده  نیاز  مورد  های 

پالت  با ظرفیت  محیط نگهداری  های میوۀ هلو یک سردخانه 

که    2000 بود  از    ی براتُن  تبرید  آمونفرآیند  بهره    اکیمبرد 

منظور نگهداری از های بالای صفر آن )به برد و دمای سالنمی 

7- Time-Delay Neural Network (TDNN) 

8- Real-World Dataset 

9- Hyper-Parameter 
10- Meta-heuristic  

11- Out-of-Sample Test 
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 هایپالت + درجۀ سلسیوس تنظیم شده بود.  ۱میوۀ هلو( روی  

دارای  سردخانه؛  این  در  استفاده   استاندارد  ابعاد   مورد 

های بودند که در هر طبقه از آنها؛ میوه   متریسانت   ۱20×۱00

،  ۳×۵  ا الگوی بمتر و  سانتی   ۳2×22هلو در سبدهایی به ابعاد  

می  بر   شدهی بردارداده  ی هاپالت شدند.  چیده  علاوه 

تحت    ی هات یموقع سردخانه،  سالن  در  متفاوت  استقرار 

  ریبردا قرار داشتند. هنگام داده  زین   یمتفاوت  ییدما  ی وهایسنار

قرار داشت.    ح یکارکرد صح  طیدر شرا  دیتبر  ۀاز پالت اول؛ سامان 

داده  هنگام  سامان  ری بردااما  دوم؛  پالت  منظور    دیتبر  ۀاز  )به 

 ،ی بردار داده  ۀاز باز  یمیدر ن  باًی( تقرییزدا فرایند برفک  ی را اج

 خاموش بود.

 

 ها پردازش دادهها، پيشنگار، آرايش حسگرساخت داده

داخل    ی دما  عیکه بتواند توز  یشکلحسگر نرم به   ۀتوسع  ی برا

درست  به  را  و    یپالت  کرده  دما  کیدرک  با   قیدق  ی برآورد 

آن    ی های بالا به دست دهد؛ لازم است هم ورود  یوضوح مکان

دن  ی )نقاط در  است  قرار  حسگرها  یواقع  ی ایکه  آنها   یدر 

و هم خروج  ی افزارسخت  )نقاط  ی هاینصب شوند(  که    ی آن 

  یافزار حسگر سخت   چیدر آنها ه  یواقع  ی ایدر دن  ستیقرار ن

با دقت و نرخ داده  اندازه  ی برَدارنصب شود(  و   ی ریگمناسب، 

هم به  شوند.  پاداده  کیمنظور؛    نیثبت  بر   یفناور  هینگار 

م   نویآردو  که  شد  مقاد  تواندی ساخته  همزمان،  صورت    ریبه 

دما  20حداکثر     خودکارشونده تنظیم   یتالیجی د  ی حسگر 

DS18B20  داده نرخ  با    رقم   دو  دقتو    قهیدق  کی  یبرداررا 

  DS18B20  ت یکُند. مز  رهیاعشار، قرائت و در کارت حافظه ذخ

 ،درجۀ سلسیوس(  ±  ۵/0)  آن است که علاوه بر دقت مناسب

است؛ لذا    ییقابل شناسا  ریپذبه صورت آدرس  نویآرد  مدار  برای 

  مدار  ۀخط داد  کیبه    توانیحسگرها را م   نی از ا  ی اد یتعداد ز

کرد  نویآرد در ساخت  Maxim Integrated, 2019)  متصل   .)

دقداده فوق  ساعت  ماژول  از  ماژول و    DS3231  قینگار؛ 

به microSD  خوانکارت قرائت  ی برا  بیترت،  زمان  و  ثبت  ها 

 کیاز    ن؛ی چنکارت حافظه استفاده شد. هم  ی آنها رو  ۀریذخ

برا-آمپر  ۵ولت،    ۱2  ی »باتر امکان فراهم  ی ساعت«  آوردن 

شرا  ی برَدار داده دسترس  طیدر  استفاده    یعدم  برق،  منبع  به 

الذکر و فوق  ی هااتصال ماژول   ۀاز نحو  نمایی،  ۱شد. در شکل  

 .دهدیرا نشان م  UNO  نویآردو  مداربه    DS18B20  ی حسگرها

در  شیآرا بونحسگرها  به   رونیو  پالت،  نحوهر    ۀ همراه 

حسگرها  ی هاتیموقع  ی گذارنام  در    ،ی افزارسخت  ی نصب 

است. با توجه به شکل؛ پنج حسگر  الف نشان داده شده -2شکل  

( رنگیآب  ی هاهر پالت نصب شدند )برچسب   یرونیدر وجوه  ب

هر پالت   ی ن؛ برایچن کنند. هم  ییاطراف پالت را بازنما  ی تا دما

  ی متری سانت  90و    60،  ۳0  ی هاسه سطح مختلف )در ارتفاع

نسبت به کف  پالت( در نظر گرفته شد و در هر سطح، چهار  

حسگر در مرکز آن نصب شدند    کیحسگر در چهارگوشه و  

امکان ثبت دما در   ب؛یترت  ن ی(. به ارنگیمشک  ی ها)برچسب

در شکل   i  سیندها فراهم شد )انقاط و سطوح مختلف پالت

از پالت اول   یریب تصو-2الف، شمارنده سطح است(. شکل  -2

 .دهدی در سردخانه را نشان م

محور از  -داده  نرمحسگر    کی  ۀها در توسعداده   تیف یک

لذا؛Lin et al., 2007برخودار است )  یادیز  تیاهم -شیپ  ( 

  یآورپس از جمع  دیاست که با  یگام  نیها نخستردازش دادهپ

گآن صورت  پCurreri et al., 2020)  ردی ها  پردازش  -شی (. 

مباحث داده شامل  معمولًا  همسان  یها  نرخ    ی سازمانند 

  پرت است  ی ها شده و دادهگم  ی هامواجهه با داده  ،ی برَدار نمونه 

(Souza et al., 2016نرم ساختار  ضمن  داده  یافزار(.  نگار؛ 

داده  ی سازهمسان موقع  ی بردارنرخ  بروز    ها، ت یتمام  امکان 

سنج مراقب«  به کارگیری »زمان  قیگمشده را از طر  ی هاداده

 .  رسانَدی به حداقل م

ناش   ی هاداده  ۀدربار آنجا که ممکن است  از  از   یپرت؛ 

آنها    ینیگزی جا  ایباشند، از حذف    ودمطلوب خ  ۀتجاوز دما از باز

«،  یمنطق  ۀمقدار »خارج از باز  چیه  نکه؛یشد )ضمن ا  ی خوددار

داده دادهدر  که  شود  ذکر  است  لازم  نشد(.  مشاهده  بر  ها  ها 

کلو مق  نیحسب  نسب  اسی)که  تا    یآن  شدند  آماده  است( 

مقاد  /راتییتغ برا  ریاختلافات  و  ی دما  انتخاب  و   یژگی روش 

 درک شوند.  یبه درست  گر،نیمتخ تمیالگور

 

 انتخاب متغيرهاي ورودي 

توسع روش  ۀهنگام  کارگیری  به  نرم؛  استخراج   ی هاحسگر 

استخراج   ی ها: نخست آنکه روششتبزرگ دا  رادیدو ا  یژگیو

  چیکه ه  بَرند ی م  دیجد  ی فضا  کیرا به    هیاول  ی رها یمتغ   ،یژگیو

. دوم کندی مدل را دشوارتر م  ر یندارد و لذا تفس  ی کیزیف  ی معنا

 ابدیی نم  کاهشها  روش  نیدر ای  ورود  ی رهایکه تعداد متغآن

 شود یکمتر نم  ازیمورد ن  ی افزار سخت  ی تعداد حسگرهاو لذا  

(Curreri et al., 2020) . 

روش مقابل؛  و  ی هادر  بهیژگیانتخاب    جاد یا   ی جا ، 

را با در    هیاول  ی هایژگیاز و  ی ا رمجموعهیز  د،ی جد  ی هایژگیو

  کنند یانتخاب م  هایو خروج  های ورود  نی نظر گرفتن ارتباط ب

است    معادل)که    شودی م  های که هم موجب کاهش تعداد ورود 
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حسگر نرم( و    ی برا  ازیموردن  ی افزار سخت   ی کاهش حسگرها با

معنا م  ی ورود   ی رهایمتغ  یکیزیف  ی هم  حفظ    کند ی را 

(Pudjihartono et al., 2022; 

Curreri et al., 2020; Benkessirat & Benblidia, 2019 .) 

.

 
 به بُرد آردوينو.  DS18B20خوان و حسگرهاي هاي ساعت فوق دقيق، كارت نماي نحوۀ اتصال ماژول  -۱شكل 

 

  
 ب الف

 گذاري، ب: تصوير واقعي از پالت اول. آرايش حسگرها در هر پالت. الف: نحوۀ نام  -2شكل 

 

کردن نقطه هدف و صرفاً  بدون مشخص  تواندیم  یژگیانتخاب و

که آن  ای،  ردیپذبصورت    رهای متغ  نیب  ی با توجه به روابط آمار

را مورد   خاصنقطه    کیدر برآورد    هات یتک موقعتک  تیاهم

 ی شده باشد(. در پژوهش حاضر؛ براقرار دهد )نظارت  یبررس

متغ رو  ی ورود   ی رها یانتخاب  به۱بند»بسته  کردیاز  شکل  « 

 استفاده شد.  ترکیبی

کل طور  مسألبسته  کردیرو  ؛ یبه  حل  در  انتخاب   هبند 

قالب    هایژگیو  تیاهم  ؛یژگیو در  ارزویژهمدل    کیرا   ی ابی، 

ازا به  مدل  آن  عملکرد  و  بر    یانتخاب  ی هایژگیو  یکرده  را، 

 
1- Wrapper 

معمولًا  یابیارز  اریمع  کی  ی مبنا خطا   نی انگیم  )که  مربعات 

ب م ه  است(  ترKamalov, 2018)  ردیگیکار   ازاتیامت   بی ک(. 

مختلف   ی ها)که با به کارگیری مدل   رهایمتغ  ت یمربوط به اهم

م باشند(،  آمده  دست  ا  ی بندرتبه  کی  تواندی به   جاد یمرکب 

پا و  فرآ   یداریکرده  قدرت  و  ندیو  رو  یژگ یانتخاب   کرد یبا 

  (. از آنجا که Gyawali et al., 2022بند را بهبود بخشد )بسته 

جمعداده به های  شده  »سری آوری  زمانی    های صورت 

 افتن یدر    یاهیاول  فرضشی پ  چیه   « هستند؛2چندمتغیرۀ دما 

.  وجود نداردی  افزارسخت  ی نصب حسگرها  ی برا  اطنق  نیبهتر

2- Multivariate temperature time-series 
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 ی بند برابسته  کردیبا رو  یژگی انتخاب و  ندیاست فرآ  ی ضرور  لذا

داده  یتمام مجموع    شدهی بردارنقاط  سپس  و  شده،  تکرار 

به  ازاتیامت انتخاب  در  نقطه  بهرۀ  ورود   کیعنوان  هر  با  ی 

بالا  برا  ی مبنا  ،اطالاعاتی  حسگر    کینصب    ی انتخاب 

  ، در مقاله حاضراین رویکرد نوآورانه  .  ردیقرار بگ  ی فزاراسخت 

اختصار    ای  ها«یژگیو  تیاهم  ی بند رتبه   ترکیب»   FIREبه 

نامFeature Importance Rank Ensembling)مخفف     ده ی( 

براشودی م در    FIRE  ی سازاده یپ   ی .  مختلف  مدل  پنج  از 

استفاده شد. مراحل کار به   IBM SPSS Modeler 18افزار نرم

 بودند:  ریشرح ز

  یافزارسختی  حسگرها  ی ریقرارگ  ی هاتی از موقع  یکی  -۱

های  ورودی   به عنوان  هات یموقع  ریو سا  متغیر هدف، به عنوان  

 انتخاب شد.  آن

( انجام شد  Linearبا مدل اول )  یژگیانتخاب و  ندیفرآ  -2

این متغیر    نیدر تخم  یورود  ی رهایمتغ  ی تمام  ازیو امت

 ، مشخص شدند.  هدف

،    Regressionدوم تا پنجم )  ی هامدل   یبند دوم برا  -۳

MLP    ،RBF    وGenLin ک یهر  ازیانجام شد؛ تا امت  زی( ن  

متغیر    نیدر تخم  ی ورود  ی رهایمذکور به متغ   ی هااز مدل 

 ، مشخص شود. هدف

 ها یک از ورودی   هر  ی « براتیاهم  زانیم  یینها  ازی»امت  -4

صورت   مدل   ازاتشیامت   میانگینبه   ،الذکرفوق  ی هااز 

 محاسبه شد. 

 نیترشی که ب،  متغیر هدف   نیاول در تخم  ورودی   پنج   -۵

مشخص   ، را داشتند  ت«ی اهم  زانیم  یینها  ازی»امت  ریمقاد

 آنها ثبت شدند.  ازیو مقدار امت

)از اول تا    هات یموقع  یتمام   ی اول تا پنجم برا  ی بندها  -6

 (، انجام شدند. ستمیب

 یازهای شد، و مجموع امت   لیتشک  ازاتیجدول امت  کی  -7

به  هات یموقع  یتمام انتخاب  ( گرنی تخم  کیعنوان  )در 

 محاسبه شدند. 

موقع  -8 ب  یت ی پنج  داشتند،    ازاتیامت   نیترشی که  را 

انتخاب شدند    نیتخم  تمیالگور   ی ورود  ی رها یعنوان متغ به

برا  ییهات ی)موقع حسگرها  ی که    یافزارسخت   ی نصب 

 داده شدند(.  ص یمناسب تشخ

 
1- Multi-Input-Multi-Target 

2- Generalization Test 

3- Over-Fitting 

4- Early Stopping 

5- Configuration  

در بند هشتم(   یاز موارد انتخاب   ری)غ  هات یموقع  ریسا  -9

متغبه انتخاب   نیتخم  تمیالگور  یخروج  ی رها یعنوان 

  ص یبرآورد دما مناسب تشخ  ی که برا  ییهات ی شدند )موقع

 داده شدند(. 
 

 سازي حسگر نرم و ارزيابي آن مدل

نرم   توسعۀ حسگر  برای  زمانی«  تأخیر  با  یک »شبکۀ عصبی 

مورد استفاده قرار گرفت که صرفاً دارای یک لایۀ پنهان و به  

»چند  برای ۱خروجی -چند-ورودی -صورت  است.   »

قابلیت   آزمون  از  عصبی،  شبکۀ  این  عملکرد  اعتبارسنجی 

آموزش،    70)  2تعمیم و    ۱۵درصد  اعتبارسنجی    ۱۵درصد 

از روش   ۳برازش-درصد آزمون(، و برای جلوگیری از بروز بیش

های اولیه  « ، استفاده شد. از آنجا که وزن4»توقف زودهنگام

یابند؛ آموزش هر  شبکه به صورت تصادفی به آن اختصاص می 

آمده،  بار تکرار شد، و بهترین شبکۀ به دست   ۱0  ۵پیکربندی 

 مورد استفاده قرار گرفت. 

تخمین الگوریتم  ورودی  کار؛  ابتدای  دادهدر  های گر، 

انتخاب-دما موقعیت  پنج  در  توسط  زمان  و  FIREشده   ،

هایی که برای های آن نیز؛ اندازۀ دما در سایر موقعیت خروجی

برآورد دما نامزد شده بودند، انتخاب شد. سپس؛ چهار فراعامل 

تا   گرفتند  قرار  مطالعه  مورد  زمانی«  تأخیر  با  »شبکۀ عصبی 

دو تأخیر زمانی مختلف    -۱بهترین ترکیب آنها، تحقیق شود:  

نرون    ۵دو اندازۀ مختلف لایۀ پنهان )  -2ای(،  دقیقه   ۵0و    20)

فعال   - ۳نرون(،    ۱0و   تابع  پنهان  دو  لایۀ  برای  مختلف  ساز 

 -4( و  ReLUی:  خط  ۀشد  سوکیواحد  و    SIG:  6)سیگمویئد 

و گرادیان   LMلونبرگ:  -دو روش مختلف آموزش )مارکوآرت

ها و  (. شایان اشاره است؛ انتخاب این فراعاملGDx:  7دیسنت

عبارتی؛ مقادیر آنها، بر اساس مرور منابع انجام گرفته است. به 

فراعامل کلیّۀ  شده  شناساییتلاش  پژوهشهای  در  های شده 

جا )و روی یک سری دادۀ مشخص( مورد صورت یکپیشین، به 

های بین  بررسی قرار بگیرند. برای تسهیل در تشخیص تفاوت

مدل  نامپیکربندی  قالب  یک  از  صورت ها؛  به  گذاری 

شکل  دادهنشان در  شکل    ۳شده  به  توجه  با  شد.    ۳استفاده 

می  جایگشتمشاهده  »کلیۀ  که  ممکنشود  بین  8های   »

 اند. ها مورد بررسی قرار گرفتهفراعامل

6- Hyperbolic Tangent Sigmoid 

7- Gradient descent with momentum and adaptive learning rate 

backpropagation 

8- Full-Factorial Design 
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هاي شبكۀ عصبي با تأخير  گذاري فراعاملقالب نام   - ۳شكل  

 زماني. 

 

  ک یعملکرد    یابیارز   ی برا   توانیرا م  یمختلف   ی ارهایمع

کار ه  هدف، ب  ی رهایمتغ   قیدق   نیدر تخم  گرنیتخم  تمیالگور

انتخاب   اما  مبنا  تمیالگور  کیبُرد،  بر  آنها،    یکی  ی صرفاً  از 

ن به کارگیری سنجه  ستیخردمندانه   تواندی مختلف م  ی هاو 

 Lim et al., 2022; Curreriباشد )  د یانتخاب بهتر، مف  کیدر 

et al., 2020; Tofallis, 2015 ۱  هاپیکربندی از    کیهر  ی (. برا -  

 یانیپا  ۀدر مرحل  testMSEو    trainMSE    ،ValidationMSE  ریمقاد

،    MAEو    2R    ،RMSE  ی هاسنجه   ریمقاد  -2محاسبه شدند،  

موقع  کی هر    ی برا و    ردبرآو   ی هات یاز  محاسبه  پالت  در  دما 

م  شد.   ریمقاد  ن یانگیسپس  محاسبه  »مع  - ۳  آنها   اریمقدار 

  کند یتلاش م  BIC  رای« محاسبه شد. زBIC:    یهزیب  یاطلاعات

پ   ن یب و  مدل  و   یدگ یچیعملکرد  کرده  برقرار  مصالحه  آن 

تعداد    ییکوین به  توجه  با  را  بررس  عواملبرازش  کند    یمدل 

(Souza et al., 2016هم .)ر یمقاد  ن ی ب  ی آمار  یهمبستگ  ن؛ی چن 

، ۱با به کارگیری تحلیل همبستگی پیرسون   ،یابیارز   ی هاسنجه 

شد تا بتواند آن   یبررس  IBM SPSS Statistics 25افزار  نرم  در

  یی شناسا  دهندی به دست م  ی که اطلاعات متفاوت  یی راهاسنجه 

عملکرد   یابیارز  ی برا   ایسوأل پاسخ دهد که: »آ  نیکند و به ا

ها  سنجه  نیا  یلازم است از تمام  ی زمان  ریبا تأخ  یعصب   ۀشبک

 استفاده شود؟«.

به   توجه  با  ۳شکل  با  مدل  شانزده    های پیکربندی ، 

برا بررس  ی هاداده  ی مختلف  مورد  پالت،  گرفت  ی هر  .  قرار 

بهتر که    پیکربندی آن    یعنی)  گرن یتخم  تمیالگور  نیانتخاب 

طر  ار  یاب یارز  ی هاسنجه   ریمقاد  ن یبهتر از  »حذف   قیدارد(؛ 

با  Mercier & Uysal, 2018)  تر«فیضع  ی هاکردن مدل (، و 

  - ۱:  رفتیاند، صورت پذکه در ادامه آمده   ییهابه کارگیری گام 

از    شی آنها ب  testMSEو    ValidationMSE  ریکه مقاد  ییهاابتدا مدل 

ب  ۵/۱ )ز  trainMSE  از  ترشی برابر  شدند  حذف    ن یا  رایبودند، 

هر   ایندارند و    میتعم  ت یقابل  ایبرازش دارند    -شی ب  ایها  مدل 

ب  -2دو(،   مقاد  یی آنها  مانده،یباق  ی هامدل   نیدر   ریکه 

meanRMSE    وmeanMAE   در   - ۳داشتند، حذف شدند،    ییبالا

 
1- Pearson’s Correlation Analysis 

انتخاب شد که مقدار    ی آن مدل  ،یینها  مانده یباق   ی هامدل   ن یب

mean
2R  ب موارد  نهی شیآن  در  مقاد  ی بود.  ،    meanRMSE  ریکه 

meanMAE    وmean
2R    نزد  ایدو هم  به  مدل  آن   کیچند  بود؛ 

)مترداف با    معماری   نیترقرار گرفت که ساده  تیدر اولو  یمدل

 ( را داشته باشد. ترنیی پا BIC ریمقاد

از  ریتأث  آماری مطالعه   یک   تمیالگور  ی هاعاملفرا  هر 

مقاد  گرنیتخم به    ،یابیارز   ی هاسنجه   ن یترمهم   ریبر  با 

 IBM SPSSافزار نرم در، 2طرفهتحلیل واریانس یک کارگیری 

Statistics 25  پیکربندی   شد  مطالعه انواع  تأثیر  بر تا  را  ها 

عملکرد شبکۀ عصبی با تأخیر زمانی، به ازای یک مجموعه دادۀ  

   یکسان، بررسی شود.

 

 ازيموردن يافزارسخت يكاهش تعداد حسگرها

حسگرها  یهیبد تعداد  هرچه    ترشیب  ی فزاراسخت  ی است 

ب اخت  ی شتریباشند، اطلاعات  م  اری در  قرار  نرم    ردیگیحسگر 

 ی طی(. امّا؛ در شرااست  و بهتر  ترقیدق  ی برآوردهاکه نتیجۀ آن  )

بُرد   ی افزار هر پالت از پنج حسگر سخت  ی که نتوان برا بهره 

حسگر نرم   ی تجار  /یاتیو کاربرد عمل  تی)که در عمل، با واقع

علت؛    نیکرد. به هم  نهیتعداد آنها را کم  دیفاصله دارد(؛ با  زین

مشخص از  موقع پس   یحسگرها  ۀ نیبه   ی هاتی شدن 

تحق  ی افزارسخت  فرا  ب ی ترک  ق یو   تم یالگور  ی ها عاملمناسب 

مورد    ی فزاراسخت  ی نوبت به کاهش تعداد حسگرها  گر؛نیتخم

حل آن است که از راه  نیتره. سادرسدی حسگر نرم م  ی برا  ازین

و    FIREآمده از روش    به دست  ت«یاهم  زانی م   یینها  ازی»امت

ز  ی بندرتبه شود.  استفاده  آن  از   ی اصل  تیّمز  رایحاصل 

 شده؛  نظارت یژگیانتخاب و ی هاروش

رتبهفراهم   یورود  ی رها یمتغ  تیاهم  زانیم  ی بندآوردن 

سوأل مهم    کی  ( است.یخروج  ی رهایمتغ   نی)در تخم   یانتخاب

رتبه کارگیری  به  روش  ی بندهنگام  از  انتخاب   ی هاحاصل 

)برانظارت  یژگیو ورود  ی شده  تعداد   تم یالگور  ی ها ی کاهش 

 ی است. برا  ی بندرتبه  نیبه ا  نانی اطم  تیقابل  زانی(، منیتخم

شده توسط روش انتخاب  ی هات یموقع  دیسوأل؛ با  نیپاسخ به ا

FIRE    ا   کیدر در  )که  مشخص  به    نیبهتر  نجایبستر  مدل 

سنجه  اساس  بر  آمده  رقابت    یابیارز  یهادست  هم  با  است( 

اولو و  موقع  ی بندتیکرده  پنج  لذا  توسط    یانتخابت  یشوند. 

 ی سازنه ی»به  ی فراابتکارتم  ی، با به کارگیری الگور  FIREروش  

باهم به رقابت پرداختند تا در تعداد    «ACOمورچگان:    یکلون

)از    ی های ورود  سخت  ۱تا    ۵مختلف  (، یفزاراحسگر 

2- One-Way ANOVA 



 …وهيسردخانه م يهاپالت ي دما  شي پا يحسگر نرم برا ۀتوسع   94

meanRMSE  نتا  نهیرا کم  گرمنیتخ  تمیالگور   ج یکنند. سپس 

 ی بندبا رتبه  ACO  تمیمستخرج از الگور  ی بندحاصل از رتبه

سوال پاسخ دهد    نیشد تا به ا  سهیمقا  FIREحاصل از روش  

مقا »در  روش  انجام  ی بندرتبه  سه یکه  توسط  با    FIREشده 

ACO  نیترکم   توانندی م  کی   ، کدام  meanRMSE    را در حالت

 ؟«. آوردحسگر به دست -کی-پالت-هر

 

 ارزيابي عملكرد حسگر نرم

  ن یآزمون عملکرد حسگر نرم در تخم  ی برا  طی شرا  نیترسخت 

مختلف    ی دما حالت  کینقاط  معرض    یپالت؛  در  که  است 

گ  ییهاداده نه  ردیقرار  فرآکه  در  نرفته    ندیتنها  بکار  آموزش 

آموزش داشته   ی هابا داده   زیشباهت را ن   نیترباشند، بلکه کم

»خارج  باشند. اصطلاح  در  را  آزمونی  نمونه« -از-چنین 

هم  نامند.می  داده  نی به  از  برا  ی هاعلّت؛  دوم  آزمون    ی پالت 

  ت ی قابل  یابیپالت اول و ارز  ی هابا داده  افتهیحسگر نرم توسعه

شود که   قی آن استفاده شد )و برعکس( تا تحق  ی ریپذمیتعم

 ی وهایبه آموزش در سنار  ی از یحسگر نرم؛ ن  ۀ توسع  ی برا   ای»آ

 .ر؟«یخ ایمختلف هست  ییدما
 ۀتوسع  ی براپیشنهادشده    است ذکر شود که؛ روش  لازم

  یآن را برا   توانی و م  ستین   وهیم  ی هاحسگر نرم، مختص پالت 

افزا  ریسا به  مربوط  مکان  شیمسائل  در   شی پا  ی وضوح  دما 

)برا  ۀریزنج برا  ی سرد  نرم  حسگر  دما  ی نمونه:   ی سنجش 

 بکار بُرد.  زی( نحسگر« -کی-نر یکانت -شکل »هرسرد به  ۀریزنج

 

 نتايج و بحث

 توسعۀ حسگر نرم با پالت اول

  ن ی)در ح  دیاز پالت اول پنج ساعت به طول انجام   ی بردار داده

شرا  دیتبر  ۀسامان  ، ی بردارداده  نیا در  کارکرد   طیسردخانه 

جدول    یعیطب داشت(  قرار  موقع  ۱خود  پنج  با    یتیآن  که 

  زانیم  یینها  از ی»امت  ریمقاد  نی، بالاتر  FIREاستفاده از روش  

 زین 2کند. جدول یم ی بندتی آوردند، اولورا به دست  ت«یاهم

آمده را با به کارگیری    به دست   ی هابرازش  نیمشخصات بهتر

. وجه دهدی، نشان م ReLUو    SIG  ی سازاز توابع فعال   کیهر

ا  به کارگیری روش آموزش مارکوآردتمدل  نیاشتراک  - ها، 

توابع   سهیاست. در مقا  ی اقهیدقست یب   ی زمان  ریلونبرگ و تأخ

فعال  ی برا  یابیارز  ی هاسنجه  ریمقاد  ؛ی سازفعال   ی سازتابع 

ReLU    بهتر ازSIG    هستند. در مقابل؛ مقدارBIC   که    ی اشبکه

تابع فعال برا کم  بَرد،یبهره م   SIG  ی ساز از  از مقدار آن    یتر 

فعال شکل    ReLU  ی سازتابع   ر یمقاد  راتیی تغ  4است. 

mean  ی هاسنجه 
2R    وmeanRMSE  تغ حسگرها  رییبا   یتعداد 

(  ۱ارائه شده در جدول    ی بندتیرا )بر اساس اولو  ی افزارسخت 

شرا بهتر  یطیدر  در    گرنیتخم  تمیالگور  پیکربندی   نیکه 

مLM2010-ReLU  یعنی) نشان  باشد،  مشاهده  دهدی (   .

مقاد  شودی م mean  ی هاسنجه  ریکه 
2R    وmeanRMSE    در

روش    ی بندتیاولو از  تعداد FIREمستخرج  کاهش  با   ،

تغی افزارسخت  ی حسگرها نداشته    مشخصی  روندبا    راتیی، 

 است. 

 

 حسگر نرم با پالت دوم ۀتوسع

  ۀو در باز  دیطول انجام ساعت به   ۵  زیاز پالت دوم نی  بردار داده

 دیتبر  ۀ تفاوت که؛ سامان  نیمشابه با پالت اول بود )با ا  ی زمان

تقر در  ا  یمین  باًی سردخانه  انجام   ،ی زمان  ۀباز  نیاز  منظور  به 

  ی انیخاموش شده بود و صرفاً در دو ساعت پا  ییزدافرایند برفک

نت   FIREبا روش    یورود  ی رهایمتغ  بانتخا  ۀجی روشن شد(. 

جدول    ی برا در  دوم،  بهتر  ۱پالت  مشخصات  است.    ن ی آمده 

دست  ی هابرازش هربه  کارگیری  به  با  توابع   کیآمده  از 

نشان داده شده    ۳در جدول    ز،ین   ReLUو    SIG  ی سازفعال

مدل  اشتراک  وجه  روش    ی هااست.  کارگیری  به  دوم،  پالت 

مارکوآردت تأخ-آموزش  و    ی اقه یدقستیب   یزمان  ریلونبرگ، 

برا نرون  پنج  از  ا  یۀلا  ی استفاده  است.    ریمقاد  بار؛ن یپنهان 

mean  ی هاسنجه 
2R    وmeanRMSEبا کاهش تعداد حسگرها  ی، 

 .(4)شکل   شدند   ، بدتربا روند مشخص ،ی افزارسخت 
 

 هاي ارزيابيمطالعۀ آماري سنجه 

شده با مطالعۀ  های ارزیابی معرفیبررسی میزان اهمیت سنجه 

های ها به ازای تمامی مدل همبستگی بین مقادیر این سنجه

های اول و دوم(، انجام شد و مشاهده شد  ایجادشده )برای پالت 

معنی   -۱که:   مقادیر  همبستگی  بین  و   meanRMSEداری 

meanMAE   وجود دارد و این دو سنجه، اطلاعات کاملاً مشابهی

می  دست  به  طرفی؛  را  از  مقادیر   -2دهند.  بین  همبستگی 

trainMSE    باValidationMSE    وtestMSE  دار است. این در نیز معنی

که،   است  meanسنجۀ    -۳حالی 
2R  هیچ سنجه با  از  های کدام 

ندارد.  فوق همبستگی  همبستگی    BICسنجه    -4الذکر  نیز 

سنجه  سایر  با  عملکرد معناداری  ارزیابی  برای  لذا  دارد.  ها 

trainMSE    ،meanهای  گر ؛ استفاده از سنجه الگوریتم تخمین
2R  

 کند. کفایت می  meanRMSEو 
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 ي  افزارسخت ها براي نصب حسگرهاي  بهترين موقعيت  -۱جدول 

 اول  پالت

 پنجم  چهارم سوم دوم اول اولويت 

 بالا  In1c2 In1c1 راست جلو موقعيت

 دوم پالت

 پنجم چهارم  سوم دوم اول  اولویت 

 چپ  راست In2c4 In3c4 In3c3 موقعیت 

 
 بهترين پيكربندي مدل به دست آمده براي پالت اول با توابع فعالسازي مختلف -2جدول 

 نام ساختار مدل

 ۳براساس شكل 

  هاي:براي داده MSEمقادير 

meanRMSE 

[K] 

 

meanMAE 

[K] 

 

mean
2R 

[%] 

 
BIC آزمون اعتبارسنجي  آموزش 

LM2005-SIG 008/0 0۱0/0 0۱۱/0 089/0 07۱/0 40 /96 2200 

LM2010-ReLU* 004/0 00۵/0 006/0 062/0 048/0 60 /97 ۵۱2۵ 

 دار نیست(.لحاظ آماری، معنیسازی، بهدهد )اگرچه اختلاف مقادیر این دو تابع فعالدست مینتایج بهتری به ReLUتابع فعالیت  *     

 

 بهترين پيكربندي مدل به دست آمده براي پالت دوم با توابع فعالسازي مختلف  -۳جدول 
 نام ساختار مدل

 ۳براساس شكل 

  هاي:براي داده MSEمقادير 

meanRMSE 

[K] 

 

meanMAE 

[K] 

 

mean
2R 

[%] 

 
BIC آزمون اعتبارسنجي  آموزش 

LM2005-SIG 004/0 006/0 006/0 060/0 047/0 94 /84 20۵۳ 

LM2005ReLu* 002/0 00۳/0 00۳/0 044/0 0۳۳/0 ۱2 /90 ۱90۵ 

 دار نیست(.لحاظ آماری، معنیسازی، بهدهد )اگرچه اختلاف مقادیر این دو تابع فعالدست می نتایج بهتری به ReLUتابع فعالیت  * 

 

 
mean)سمت راست( و   meanRMSE هاي ارزيابيتغييرات سنجه  -۴شكل 

2R  افزاري. )سمت چپ( با كاهش تعداد حسگرهاي سخت 
 

 گر مطالعۀ آماري فراپارامترهاي الگوريتم تخمين 

مقاد  گرنیتخم  تمیالگور  ی هاعاملفرا  ریتأث   ن یترمهم   ریبر 

م  4در جدول    یاب یارز  ی هاسنجه   شودی آمده است. مشاهده 

م  -۱  که: آموزش  trainMSE    ،mean  ریمقاد  تواندیروش 
2R    و

meanRMSE   ر یقرار دهد )مقاد  ریتحت تأث  ی دار ی شکل معن را به 

-(. هم شوندی بهتر م  LM  تمی ها، با به کارگیری الگورسنجه  نیا

  توانند ی صرفاً م  ،یزمان  ی رهایپنهان و تأخ  یۀلا   ۀانداز  -2  ن؛ینچ

معن  BICمقدار   به شکل  )با   ریتأثتحت    ی دار ی را  قرار دهند 

  چیه   ت،یتابع فعال  رییتغ  -۳(.  ابدییم  شیافزا  BICآنها،    شیافزا

سنجه  کدامچیه  ی رو  یدار ی معن  ریتأث ندارد.    یابیارز   ی هااز 

mean  ی هاسنجه  ریمقاد  ی آمار  ی ریرپذیعدم تأث
2R    وmeanRMSE  

  ج ی، با نتا  یزمان   ریتأخ با یعصب  ۀ شبک  ی هاعاملفرا  رات ییاز تغ

 است.  منطبق  Loisel et al. (2022) وسطآمده تبه دست 

 

 FIREروش  يهايبندرتبه يابيارز

کاهش تعداد   ی برا  FIREحاصل از روش    ی بنداز رتبه  تر،ش یپ

ن   ی افزارسخت  ی حسگرها توسع  ازیمورد  و  نرم  آن    ۀحسگر 

»هربه برا-کی-پالت-شکل  شد.  استفاده    /یابیارز  ی حسگر«، 
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الگور  ، ی بندرتبه   نی ا  ییآزمای راست  ی فراابتکار  تم یاز 

شد    تفادهها اساز پالت  کیهر  ی مورچگان برا  یکلون  ی سازنه ی به

شده توسط  انتخاب  ی هاگشت یشود که جا  ی( تا بررس۵)شکل  

. ریخ ایحالت ممکن هستند  نیبهتر FIREروش 
 

 هاي شبكۀ عصبي با تأخير زماني ارزيابي آماري فراعامل -۴جدول 

trainMSE mean فراعامل
2R meanRMSE BIC 

 دار نیست معنی *دارمعنی *دارمعنی *دارمعنی روش آموزش 

 دار نیست معنی دار نیست معنی دار نیست معنی دار نیست معنی سازي تابع فعال 

 *دارمعنی دار نیست معنی دار نیست معنی دار نیست معنی اندازۀ تأخير زماني

 *دارمعنی دار نیست معنی دار نیست معنی دار نیست معنی اندازۀ لايۀ پنهان 

 درصد است.  9۵داری، *: سطح معنی                         

 

ه  جینتا در  که  داد  موارد؛    کیچینشان    ی بندرتبه  -۱از 

به   هات یموقع رتبه  یکلون  ی سازنه یتوسط  با  ی بندمورچگان، 

است   یطیدر شرا  نیندارند. ا  یخوانهم   FIREمستخرج از روش  

 که: 

رتبه  meanRMSEمقدار    -2 کارگیری  به  از    ی بندبا  حاصل 

تر از مقدار کم  یشکل محسوسمورچگان، به   یکلون  ی سازنه ی به

مهم نشان    نیاست. ا  FIREحاصل از روش    ی بند رتبه  ی آن برا

تعداد حسگرها  دهدی م کاهش  ن  ی افزار سخت  ی که   از یمورد 

 رنصب حسگ  ی مناسب برا  تی حسگر نرم و انتخاب موقع  ۀ سامان

»هر  ی افزارسخت  رتبه-کی-پالت-بصورت  با   ی بندحسگر« 

و به کارگیری    ستیچندان قابل اعتماد ن  FIREحاصل از روش  

 تر است. خردمندانه ،ی فراابتکار ی هاحاصل از روش جینتا

نرم    یابیارز  ی هاسنجه   ریمقاد حسگر  عملکرد 

»هربه   افته،یتوسعه از  -کی-پالت -شکل  مستخرج  حسگر«، 

در   ی هاپالت   ی برا  ACOو    FIRE  ی هاروش دوم،  و   اول 

م  ۵جدول   مشاهده  است.  کم  شودی آمده  مقدار    نیترکه 

meanRMSE  موقع   ی برا انتخاب  از  پالت؛  دو  حسگر    تی هر 

  ACOمستخرج از روش    شنهادیبا به کارگیری پ  ی افزارسخت 

 . استبه دست آمده 

 

 

 
سازي كلوني مورچگان براي پالت اول )بالا( و پالت با الگوريتم فراابتكاري بهينه FIREبندي حاصل از روش ارزيابي رتبه  -5شكل 

 دوم )پايين(. 

 

 ارزيابي عملكرد حسگر نرم

عملکرد  ی برا توسعه  ارزیابی  نرم  »هربه   افتهیحسگر  -شکل 

داده-کی-پالت کارگیری  به  با  از   ی هاحسگر«  اول،  پالت 

 ی پالت دوم استفاده شد )و برعکس(. چالش مهم برا  ی هاداده

دو پالت در دو    نیها آن است که؛ اآزمون  نی حسگر نرم در ا 

مختلف در سردخانه،   تیمختلف و در دو موقع  ییدما  ی ویسنار
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لذا روند تغ شده  ی بردار داده نقاط مختلف   راتییاند و  دما در 

  تواندی موضوع م  نیمتفاوت است. ا  گریکدیدو پالت کاملاً با    نیا

قرار دهد. لذا   ریتحت تأث  ی طور جدعملکرد حسگر نرم را به

meanRMSE  ا از  بدب  نیحاصل  برا  نیترنانه ی آزمون،   ی حالت 

در    ی خطا  یبررس دما  برآورد  در  نرم   یهات یموقعحسگر 

نه   یطیپالت در شرا  کیمختلف   اطلاعات   چیتنها ه است که 

کاملاً متفاوت )با آنچه که   یطیاز آن ندارد؛ بلکه در شرا   یقبل

 است( قرار گرفته است.  دهیآن آموزش د ی به ازا
 

 هاي مختلفحسگر« با روش -يك- پالت-شكل »هر هاي عملكرد حسگر نرم به سنجه   -5جدول 

پالت مورد استفاده 

 آوري دادهجمع براي

روش انتخاب و  

 شدۀانتخابموقعيت

 حسگر«-يك-پالت-»هر

 حسگر«-يك-پالت-شكل »هرهاي عملكرد حسگر نرم بهسنجه

mean هاي:براي داده  MSEمقادير 
2R  

[%] 
meanRMSE 

[K] 
 

BIC 
 آزمون  اعتبارسنجي  آموزش 

 

 پالت اول 
FIRE / In2c2 008/0 0۱0/0 0۱۱/0 ۵7/9۵ 088/0 ۱0۵4 

ACO / In1c2 006/0 009/0 009/0 60/96 076/0 98۱ 

 

 پالت دوم
FIRE / In2c4 022/0 028/0 0۳4/0 ۱6/76 ۱09/0 2۵2 

ACO /  ۱77 0۵۱/0 90/8۵ 004/0 004/0 00۳/0 راست - 

 

 

 
- يك- پالت-هاي پالت اول در حالت »هر يافته از داده برآورد دماي نقاط مختلف پالت دوم با به كارگيري حسگر نرم توسعه -6شكل 

 سگر«. ح

 چين مقادير برآوردشده هستند(. شده، و خط گيري )در هر شكل: خط ممتد مقادير اندازه
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پالت اول )در   ی هابا داده  دهی دمدل آموزش  meanRMSEمقدار  

پالت دوم( و مدل آموزش  ی برآورد دما با   دهیدنقاط مختلف 

نقاط مختلف پالت اول(   ی پالت دوم )در برآورد دما  ی هاداده

به لحاظ    یعن ی  نیبودند. ا  نیکلو  8/0و    0/۱برابر با    ب یبه ترت

تخم »هر  ؛ی نیعملکرد  حالت  در  توانسته،  نرم  -پالت-حسگر 

از   یاطلاعات  چیکه ه  ینقاط مختلف پالت  ی حسگر«، دما-کی

کاملاً متفاوت    تیو موقع  ییدما  ویسنار  کیآن نداشته و در  

بزند.    نیتخم  نیکلو  0/۱تا    8/0  ۀدر محدود  یی بوده را با خطا

 ا ی  ییدما  ی وهایدر سنار  ی بردارکه امکان داده  یطیکه در شرا

زنج  ی هات یموقع در  امکان   ۀریمختلف  نباشد،    ریپذسرد 

تا    ۱۳  ریمقاد  نیا  ؛ یاضی. به لحاظ ررسدی به نظر م  ندیخوشا

آموزش    ۀآمده در مرحلبه دست  meanRMSEاز    شتریبرابر، ب   ۱۵

 ی هامدل  ی برا  نیکلو  0۵۱/0و    076/0  بیحسگر نرم )به ترت

 ( هستند.  ۵اول و دوم، مطابق جدول  ی هامستخرج از پالت 

mean  ریمقاد  که؛نیضمن ا 
2R  ها )که به  آزمون  نیهر دو ا

که   دهدی و نشان م  ستیبودند( مطلوب ن  40/0و    4۳/0  بیترت

تشخ در  نتوانسته  نرم    یی دما  ی ویسنار  راتییتغ  صیحسگر 

  ط یمح  طیشرا  ۀدربار   یآموزش  گونه چیکه ه  ینقاط پالت   یتمام

 ی برا  رسدیعمل کند. لذا به نظر م   یخوبآن نداشته است، به

و کاهش    یدانیم  / یواقع  طیحسگر نرم در شرا  ی برآوردها  بودبه

متفاوت   ییدما  ی وهایآن؛ آموزش تحت سنار  meanRMSEمقدار  

  د یسرد، مف  ۀریزنج  هزاتیمختلف در تج  ی استقرارها  تیموقع  ای

نقطه از پالت دوم را با به    ۱۵برآورد دما در   6واقع شود. شکل  

توسعه نرم  حسگر  داده  افتهیکارگیری  )در    ی اهاز  اول  پالت 

 .دهدی حسگر«( نشان م-کی-پالت -حالت »هر

 

 گيري نتيجه 

پژوهش    جینتا بالا   یحاکاین  قابلیت  و  ی از   یژگیانتخاب 

)در    ی اقه یرسلیروش ساختارمند و غ  کیعنوان  به  شده؛نظارت

  یافزارسخت   ی نصب حسگرها  ی برا  هات یموقع  نیبهتر  نییتع

ن بود.  ازیمورد  است  (،  اشاره  تعداد    ی براشایان  کاهش 

ها  روش  ریبه کارگیری سا  از،یمورد ن  ی افزارسخت  ی حسگرها

الگور جمله:  جستفراابتکار  ی هاتم ی )از  یا  جامعی،  (، وجوی 

هماستتر  خردمندانه در  کارگیری    ن ی.  به  روش    کیراستا؛ 

شده  آن با روش انجام  ۀسیو مقا  گرید  ۀشدنظارت  یژگیانتخاب و

باشد تا    نده ی آ  ی هاموضوع پژوهش   تواندی در پژوهش حاضر، م

شده  نظارت  یژگیمختلف انتخاب و   یهاروش  ی بندرتبه   تیف یک

 .قرار دهد یرا مورد بررس

- در قالب آزمون خارج  افتهیحسگر نرم توسعه  ی عملکردابیارز

مقدار   حسگر«، نشان داد که-کی-پالت-شکل »هربه   ،نمونه-از

meanRMSE   ن یاست. چن  نیکلو  0/۱تا    0/ 8  نبی  آن  برآوردهای  

صر  طیشرا  ی برا  ی اجه ینت تحت   و«یسنار  کی   فاً»آموزش 

ارز اشودی م  یابیمطلوب  با  عوامل  نی.  دقت    توانندی م  یحال 

قرار دهند، از جمله   ریبرآوردها و عملکرد حسگر نرم را تحت تأث

 - 2(،  ی بردار ها )به لحاظ مدت/ تعداد نقاط دادهاندازه داده  -۱:  

ها  پالت   تیموقع  -۳  و  دیتبر  ۀسامان  تیوضع  / ییدما  ی ویسنار

  ها ی بردارداده  ی مکان-ییدما  طیتنوع در شرا  لذا در سردخانه.  

از دو پالت با محل استقرار متفاوت در   ی بردارنمونه؛ داده  ی )برا

پالت مستقر    کیاز    ی بردارداده  ای  کسان،ی  ییدما   ی ویسنار  کی

 تواندیمختلف( احتمالًا م  ییدما  ی وهاینقطه و در سنار  کیدر  

داده و دقت   دستحسگر نرم به   ۀتوسع  ی برا  ی دیاطلاعات مف

 آن را بهبود بخشند.   ی برآوردها

 

   سپاسگزاري

ترب   سندگانینو  دانشگاه  از  را  مدرس   تیمراتب سپاس خود 

حما فن   یشگاهیآزما  ، یمال  ی هاتیبابت  شماره    پژوهانه)  یو 

 . دارندی( اعلام م97۳09۱200۳

 

 ها داده به يدسترس

ا  شدهلیتحل  ی هاداده دل  نیدر  به  تعهدات   لی پژوهش 

اما در صورت   ستند، یدر دسترس ن  یصورت عمومبه   یمحرمانگ 

ذیمدخلدرخواست   نو  مراجع  تایید    مسئول  سندهیاز  و 

 قابل ارائه خواهند بود.  دپارتمان

 

 سندگانينو مشاركت

  به  پژوهش  نیا  انجام  در  سندگانینو  مشارکت  زانیم   و  نحوه

 :است ریز صورت

  ، یرسم  لیها، تحلداده  ی سازآماده  ،ی پرداز ه ید: امتین مرتضوی 

پ مصورسازنرم  ی سازاده یپژوهش،   –نگارش    ،ی افزار، 

 . هیاول سینوش پی

مینایی  روشسعید  مد  نیتأم   ،یشناس:  پروژه،   تیریمنابع، 

 .شیرایو و ینبازبی –نگارش  ،یمال  تیجذب حما 

 نظارت.  ،یاعتبارسنج ،یشناس: روشعلیرضا مهدویان

خوش تأمتقاضامحمدهادی  نگارش    ن ی :  و    ینبازبی   –منابع، 

 .شیرا یو
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 ياخلاق اصول

  ی علم  اثر  نی ا  انتشار  و  انجام  در  را  یاخلاق  اصول  سندگانینو

 . است آنها همه دییتا مورد موضوع نیا و  اندنموده تیرعا
 

 تضاد منافع نويسندگان 

گونه تضاد منافعی وجود ندارد و این مسئله در این مقاله هیچ

 مورد تایید همه نویسندگان است. 
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